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Abstract - “Image” is used to indicate the image data that is 

sampled, Quantized, and readily available in a form suitable 

for further processing by digital Computers in image 

processing. For high quality stereoscopic images, the 

conversion of 2D images to 3D achieves the growing 

need.Robotics branch is the main area of depth-map 

application. In this review paper, we relate how 2D to 3D 

conversion using Depth Estimation works and where it is 

convenient in actual world. We compare different algorithms 

likeMarkov Random Field(MRF), Modulation Transfer 

Function(MTF), Image fusion, Local Depth 

Hypothesis,Predicted Semantic Labels,3DTV Using Depth 

Map Generation and Virtual View Synthesis.We find out 

some issues of 2D to 3D conversion. 

Keywords: MRF, MTF, Image Fusion, Squeeze function,SVM 

 

1. INTRODUCTION 

User-defined strokes correlate to a rough depth estimate 

values in the scene are explained for the image of interest is 

said to be 2D to 3D conversion. 

 

 

Figure 1: Difference between 2D and 3D image 

 3D Reconstructions are carry out by two ways such as, 

1) Single image 3D Reconstruction 

2) Multiple image 3D Reconstruction 

 

Single image 3D Reconstructionis the design of a set of 

images. 

Multiple image 3D Reconstruction is the design of three-

dimensional models from a set of images. It is the alter 

procedure of acquiring 2D images from 3D scenes. 

it is not possible to find which point on this line correlate 

with the image point from a single image. Then the 

position of a 3D point can be found as the interchange of 

the two prediction spark. This procedure is called as 

triangulation. 

In Computer vision and Computer graphics, 3D 

reconstruction is the procedure of capturing the shape and 

appearance of real objects. 
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The stereoscopic images give information on 

details of every object in the picture in three proportions 

and help to notice the image in a best way. Stereoscopic 

images are also referred as 3D image. 

Now a days, iphone and htc smart phone provide 

the built in facilities for the generate 3D image and its 

resolution. That‟s why reduction in the size of the 3D 

scanner and the high resolution camera which is generate 

the 2D to 3D image. 

Paper is organized as below. In section 2 we have 

done literature of different papersdescribing working of 

Depth estimation and algorithms used in it. Section 3 

shows the methods andalgorithm for the conversion of 2D 

to 3D image and finally in section 4 we give conclusion of 

the Literature review. 

Disadvantage of 2D: 

A single two dimensional (2D) image does not 

contain depth information. An infiniteNumber of points in 

the three dimensional (3D) spaces are projected to the same 

pointin the image plane. But a single 2D image has some 

monocular depth cues, by which wecan make a hypothesis 

of depth variation in the image to generate a depth map.    

 

Application of 3D conversion 

3D models and 3D viewing is catching great pace in 

the field of computer vision due to its applicability in 

diverse fields of heath, aerospace, textile etc.  

3D modelers having been used in a wide variety of 

industries. The medical industry operates them to build 

detailed models. 

The movie industry operates them to manipulate characters 

and objects for animation and real-life moving pictures.  

The video game production uses them to make resources 

for video games. 

The science section manages them to build highly 

detailed models of chemical fusion. The architecture area 

uses them for making models of advanced buildings and 

scenery. 

 The engineering community make use of them to 

design new tools, motor vehicles and constructions. 

2. RELATED WORK 

2.1 Literature Review 

Two Eyes = Three Dimensions (3D)!  
For processing, both eyescapture its own vision 

and the two different images are forward to the brain. 

When two images reach at the same time in the back of the 

brain, they are unified into one picture. By coordinating 

with the similarities and joining the small differences the 

mind combines the two images. The small differences 

between the two pictures combine to a big change in the 

absolute picture. The final picture is more than the sum of 

its piece. It is now called three-dimensional stereo image. 

 

 

 

The word "stereo" means firm or solid. In stereo vision you 

can see an object as well assemble in three spatial 

dimensions width, height and depth. It is the added 

realization of the depth dimension that build stereo vision 

so elegant and notable. 

In Novel algorithm For transforming 2D image to 

stereoscopic image with Depth control using Image Fusion 

method a faster 2D to 3D conversion algorithm is evolved. 

This algorithm defines two images one as left eye vision 

and second one as right eye vision with source to the user 

defined depth. These left view image and right view image 

are combined and fixed at mean value. The combined 

image and left view image are reserved in the 3D image 

format MPO and can be viewed in 3D capable device. 

 

Steps used for 2D to 3D conversion are as shown in below 

figure: 

 

Figure 2:Proposed 2D to 3D conversion algorithm 

As input 2D image and depth are taken from the user. The 

2D sample image taken for the experiment is shown in the 

below figure: 
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Figure 3:Input image sample 2D image 

 

Figure 4:Left crop image 

 

Figure 5:Right crop image 

The 2D picture is taken using single view lenses. The 

human vision system is a natural made perfect system of 

3D with two eyes is apart in a fixed distance. The 3D 

pictures are taken using two lenses kept apart at a fixed 

distance. The distance between the lenses are calculated 

using, 

Stereo=1/30 x distance of object 

In 3-D Depth Reconstruction from a Single Image, 

From a single still image we consider the job of 3-

d depth estimation. We begin by collecting a training set of 

monocular images (of not structured indoor and outdoor 

locations that include forests, sidewalks, trees, buildings, 

etc.) and their corresponding floor-truth depth maps.Our 

model make use ofordered, Multiscale Markov Random 

Field (MRF) that integrate multiscale local- and global-

image features, and models the depths and the relation 

dissimilar depths at differentpoints in the figure. 

 

We can see that, even on not structured scenes, our 

conclusion is frequently able to retrieve fairly truthfuldepth 

maps. We further propose a representation that 

incorporates both stereo cues and monocular cues, to obtain 

significantly more precise depth estimates than is probable 

using either monocularor stereo cues by yourself. 
 

 

Figure 6:(a) A single still image, and (b) the corresponding (ground-truth) 

depthmap. Colors in the depthmap 

 
 

Figure 7: The 3D-Scanner used for collecting images and the 

corresponding image map 

Conversion 2D Image to 3D based on Squeeze function 

and Gradient Map, 

The three-dimensional (3D) displays required the 

depth information which is unavailable in the conventional 

2D content. This work describes a novel method that 

automatically converts 2D images into 3D ones. The 

proposed algorithm is composed of the estimation of depth 

levels by using modulation transfer function (MTF) 

squeeze model and determination of gradient map related 

to each depth level. The grouping is based on the pixels 
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having similar colors and spatial locality. Based on a depth 

gradient map, a depth level is assigned. Next, the depth 

map is assigned by cooperating with a cross bilateral filter 

to diminish the blocky artifacts. 

The conversion process of existing 2D images to 

3D is commercially viable and is fulfilling the growth of 

high quality stereoscopic images. The dominant technique 

for such content conversion is to develop a depth map for 

each frame of 2D material. When observing the world, the 

human brain usually integrates the heuristic depth cues for 

the generation of the depth perception. The major depth 

perceptions to be noted are binocular depth cues from both 

eyes and monocular depth cues from a single eye. 

In order to overcome these two challenges, this 

paper presents an algorithm that uses a simple depth theory 

to allocate the depth of everyset instead of retrieving the 

depth value directly from the depth cue based on area of 

interest. MTF Squeeze model is used in order to model the 

property of sampling artifacts on goalgratitude and 

identification presentation. Secondly, identifying the region 

of interest in an image is necessary for performing useful 

post-processing on the image for research and treatment. 

The appropriate layers are defined as that depth 

will be displayed on the both sides with six parallelograms. 

 

Figure 8:2D to 3D conversion process 

In 2D to 3D Conversion in 3DTV using depth map 

generation,the perceptual depth information from 

monocular images was estimated by the best use of 

comparative-height. Depth assignment operation was 

followed to generate the initial depth map.The advantage of 

relative-height was that it could be utilized in the majority 

of the scene and did not need large computation. 

 

 

 

They first separated the image into foreground objects and 

the background, and then refined the foreground object by 

using gradient vector flows. Depth values were assigned to 

the fore-ground objects according to the motion analysis. In 

the background, depth values were assigned by using the 

linear perspective. Relative-height was one type of well-

known depth recovery cues, especially in landscape scene. 

 

Figure 9:Depth map generation results in the „Temple‟ 

sequence. (a) Original image. (b) Depth map from motion 

parallax. (c) Depth map from relative-height. (d) Final 

fusion depth map. 

In Single Image Depth evaluationon Predicted Semantic 

tickets,We have described that the semantic and geometric 

context on the images which is defines that the different-

different classes that based on that the colour used to that 

images. 

 

Above figure defines that the some qualitative 

Depth reconstruction from out left to right the image, 

semantic overlay, ground truth. 

In Depth Map Generation from a Single Image Using Local 

Depth Hypothesis, 

In depth map, depth is expressed in greyscale.The 

vanishing point represents the farthest point. Scene 

grouping use a graph-based segmentation algorithm in 

grouping similar regions in order to improve salient 

segmentation and assign the same depth value. 
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Figure 10:Depth generation from single image using local depth 

hypothesis 

 

All this paper has some methods for converting 2D image 

to 3D imagevia some methods, that all methods are 

described in the next session. 

 

3. Methods and Algorithms 

3.1 Methods 

During Our literature review we study 

the basic method for 2D to 3D conversion using 

Depth Estimation; all that methods are describe 

bellow: 

 

3.1.1 Local Depth Hypothesis 

This proposed method groups an input 

image into similar regions toreserve details and 

segments the image into salient regions with user 

intersection. The method describing the below 

steps: 

1. Scene grouping 

2. Depth hypothesis generation 

3. Depth assignment and refinement 

 

3.2 Algorithms 

During Our literature review we study 

the basic algorithm for 2D to 3D conversion using 

Depth Estimation;those entire algorithms 

aredescribing bellow: 

 

3.2.1 Image fusion 

This Image fusion algorithm uses that the 

left view camera and right view camera. There are 

many steps to implement this algorithm: 

 

1. Capturing 2D image 

2. Capture 2D image through left view camera 

3. Capture 3D image through right view camera 

4. Image fusion 

5. Generate the 3D image 

 

 

 

3.2.2 Support Vector Machine (SVM) 

The SVM algorithm to identify that the specific 

sections that belong in the region of interest. It‟s defines 

many steps to performing the find depth: 

1. To cluster the pixels by intensity, assign them a new 

value based on the cluster they belong to, and store the 

resulting image. 

2. Sectioning the image involves finding edges. 

3. Region identification. 

a. Region attributes. 

b. Region labeling. 

c. Training and Classification. 

d. Replacing a ROI with a machine-learning 

identified ROI is to turn the region of connected 

pixels back into an ROI boundary created as a 

Bezier spline curve. 

 

3.2.3 MTF Squeeze Model 

This model based on that the pixels having similar 

colors and spatial locality. This model describes the 2 

steps: 

1. MTF squeeze model is used when we want to 

model the effects of sampling artifacts on goal 

recognitionpresentation. 

2. Identifying the region of interest in an image is 

necessary for performing useful post-processing on the 

image for research and treatment. 

The depth generation algorithms are roughly classified into 

three categories which utilize different kinds of depth cues: 

The binocular, monocular, and pictorial depth cues. 

4.CONCLUSION 

From all this literature review we have get some 

problem like Depth estimation and stereo vision.So, we 

conclude that we want to solve the find accuracy depth of 

image for converting 2D to 3D image. 
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