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Abstract-Generally the image manipulation techniques 

employed on the digital images causes the tampering on the 

image ,in which the noise will also get added to the image. 

Hence to get the authenticity of an image, we go for the image 

forgery detection methodologies. In which image forgery 

detection methods based on the PRNU(photo response non 

uniformity) has the major disadvantage that forgery cannot 

be detected in the absence of camera PRNU.In this paper we 

are going to detect the forgeries in the image with the help of 

the GLCM(gray level co-occurrence matrix) .The neural 

network training has to be done before the application of the 

GLCM features to predict whether the given input image is 

forged or not.Later,the processing on the image has to be 

done with the help of the Bayesian classifier to detect the 

forged part of the image. 

Keywords-GLCM(Gray Level Co-occurrence Matrix), 

PRNU(Photo Response Non Uniformity),Bayesian classifier, 

Neural Network. 

I. INTRODUCTION 

The image processing techniques done on the images are 

wide in varieties which will cause the different  effect on 

the images likewise some of the techniques such as copy-

move (or) splicing, signature, watermarking or any other 

object which get added to the original by various means. 

The image forgery means the manipulation of the digital 

images to conceal some meaningful or useful information, 

this may be done for also illegal message transaction 

.hence it is important to find the effective tool for the 

detection of the image forgery ,among that ,Bayesian 

classifier  is one such tool for the prediction of the forgery 

in the digital image here the processing is done on the 

whole image instead of individual pixels. This process can 

be classified into three major classification blocks. The 

initial step is the preprocessing which is done by the neural 

network training. The second one is application of the glcm 

features .Finally the classification of the forged object is 

done by the Bayesian classifier. 

 

In the previous works the classification is done with the 

Bayesian MRF approach for PRNU based image forgery 

detection. As such type of the process needs an another 

factor of finding camera PRNU,which is  varying for 

different cameras. This forgery detection method can be 

done in different forms according to the type of the  forgery 

present in an image.The forgery detection which occurred 

in an image can be detected in three levels. Which are, 

format analysis of the image, error level analysis present in 

the image and the inconsistency in the image quality. The 

process involving neural network training will train the 

input image according to our needs. Here the training is 

done for the image format. The given input image is trained 

with the standard format of the image. This training 

process will take the least amount of time compared to the 

other methodologies. 

The entire process in this paper can be defined with the 

help of the flow chart given below. In this the input image 

is preprocessed with the help of the neural network training 

tool. This preprocessed image is further converted into 

GLCM.Then we will get the normalized matrix of this 

image. From this normalized matrix we can compute the 

certain features of the image. Then the Bayesian 

classification has to be done this will classify the forged 

object from the original image, which is based on the 

method of maximum likelihood. 
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Fig 1. Flowchart 

II. PREPROCESSING 

For each and every process preprocessing is the necessary 

one, here the preprocessing is done with the help of the 

artificial neural network. The definition for the artificial 

neural network given by one of the inventor of neural 

computer is given by,”A computing system made up of the 

simple externally inters related processing elements, which 

practice information by their dynamic state response to 

their peripheral inputs”. The artificial neural network 

consists of the three layers which are input layer, hidden 

layer, output layer. In this each layer consists of the 

interconnected nodes, in this each node will perform 

certain activation function. The input image patterns are 

available to the network by means of the input layer. This 

input layer communicates with the more number of hidden 

layers present in the network where the actual processing is 

done ,then these hidden layers unite to form the output 

layer ,this output layer gives the output of the 

preprocessing system 

 

Fig 2. Neural network model 

The neural network model will be as shown in the fig. 

The pictorial representation of this tool will be as shown 

below 

 

Fig 3. Neural Network Training Tool 

After the completion of this  training a graph will be 

automatically  generated in  it reveals that how far the 

training is done over the target. 
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III. GLCM(Gray Level Co occurrence Matrix) 

This is generally defined as the matrix, the features which 

are calculated by using GLCM  are mean square error, peak 

signal to noise ratio, entrophy, structural content ,overall 

entrophy.GLCM matrix can be calculated with certain 

steps which are as follows; 

i. Create the framework matrix 

ii. Compute the spatial relationship between the 

adjacent pixel, 

iii. Count the occurrences and fill the framework 

matrix. 

iv. Add the matrix to its transpose to make it 

symmetrical. 

v. Normalize the matrix. 

From this normalized matrix, thus obtained we can 

calculate the certain characteristics features of an image 

this features will determine the quality of the image. 

After getting the normalized matrix the filtering has to be 

done with the help of the Gaussian function to reduce or to 

eliminate the undesired high frequency components. 

IV. BAYESIAN CLASSIFICATION 

This Bayesian classifier is the simple probabilistic 

approach based on applying the bayes theorem. It has the 

advantage over the Bayesian MRF by recognizing the false 

rate in high value.  

This bayes classifier assumes that the presence (or absence) 

of a particular feature of a class is unrelated to the presence 

(or absence) of any other feature. This classification is 

done on gray scale image obtained. 

The major advantage of the Bayesian classifier over the 

other methods are, it requires only the small amount of 

training data to estimate the parameters necessary for 

classification. This approach can be trained efficiently in 

the supervised learning setting. 

 

V. EXPERIMENTAL RESULTS 

The software used here is the MATLAB with GUI tool. 

After running the code in this tool the  figure 4  shows the 

snapshot of the main GUI .the first push button is for 

loading the input image. The message box will appear to 

select the input image from the database. After loading the 

image will be loaded as shown in the figure 5 which  has to 

be trained with the help of the neural network training as 

shown in the figure 3.in this training it reveals that how far 

the pixels of the input image matches with the standard 

format of that image.  

 

Fig 4. The Main GUI Image 

 

Fig 5. The Input Image 

Up to this stage we detected that the given image is forged 

one or not. The next stage is to define the forged part of the 

image this can be implemented with the help of the 

Bayesian classifier based on the GLCM. While click on the 

classifier button the image is converted into the grayscale, 

which will be as shown in the figure 6.then the forged part 

of the image will be obtained with the various zooming 

parameters. These zooming parameters can be made 

according to our needs. This parameter will be as shown in 

the figure 7 and figure 8. 

 

Fig 6. The Gray Scale Image 
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Fig 7. The Detected Forged Part 

 

Fig 8. The Forged Part (Zoomed) 

 

Fig 9. The Original Image 

Finally we will get the original image which does not 

contain any forgery. Simultaneously in the command 

window we can get the various characteristics which will 

be as shown in the figure10. 

 

Fig 10. Performance Evaluation 

VI. CONCLUSION 

In this paper  the forgery which occurs in an 

image has been detected with the help of the GLCM.The 

GLCM  which has to be processed on the image, those 

images are already trained with the help of the neural 

network. Here the Bayesian classification is implemented 

along with the GLCM to find the forged part of an image. 

In addition to that, certain characteristics features are 

evaluated in this GLCM based forgery detection.  
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