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Abstract:   

     Data mining is the extraction of hidden 

information from large database. 

Classification is a data mining task of 

predicting the value of a categorical variable 

by building a model based on one or more 

numerical and/or categorical variables 

(predictors or attributes).Classification 

mining function is used to gain a deeper 

understanding of the database structure 

There are various classification techniques 

like decision tree induction, Bayesian 

networks, lazy classifier and rule based 

classifier. In this paper, we present a 

comparative study of the classification 

accuracy provided by different classification 

algorithms like Naïve Bayesian, Random 

forest, Zero R, K Star on census dataset and 

provide a comprehensive review of the 

above algorithms on the dataset. 

Keywords — Data Mining, Bayesian, 

classification technique. 

1.INTRODUCTION: 

                          Data mining involves the 

use of sophisticated data analysis tools to 

discover previously unknown, valid patterns 

and relationships in large data set. These 

tools can include statistical models, 

mathematical algorithm and machine 

learning methods. Consequently, data 

mining consists of more than collection and 

managing data, it also includes analysis and 

prediction [1]. Data mining applications can 

use a variety of parameters to examine the 

data. They include association, sequence or 

path analysis, classification, clustering, and 

forecasting .Classification technique is 

capable of processing a wider variety of data 

and is growing in popularity. The various 

classification techniques are Bayesian 

network, tree classifiers, rule based 

classifiers, lazy classifiers, Fuzzy set 

approaches, rough set approach etc. 
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                Our next section discusses about 

Classification. Section 3 describes about 

Bayesian Network whereas decision tree 

classifier is described in section 4. Section 5 

describes about rule based classifier Section 

6 describes about lazy classifier .Section 

7and 8 describes about the adult dataset and 

Experimentation and results. Finally, 

Section 9 concludes this work the last 

section discusses about future work. 

2. CLASSIFICATION: 

Classification predicts categorical class 

labels. It classifies the data based on the 

training set and the values in classifying the 

attributes and uses it in classifying the new 

data. Data classification is a two step 

process consisting of model construction 

and model usage. Model construction is 

used for describing predetermined classes. 

Model usage is used for classifying future or 

unknown objects. There are various 

preprocessing steps that may be applied to 

the data which helps to improve the 

accuracy, efficiency, and scalability of the 

classification process. They are data 

cleaning, relevance analysis, data 

transformation and reduction. The various 

classification techniques are discussed in the 

next sections. 

3. BAYESIAN CLASSIFIERS 

 Bayesian classifiers are statistical 

classifiers. They can predict class 

membership probabilities, such as the 

probabilities, such as the probability that a 

given tuple belongs to particular class. 

Bayesian classification is based on Bayes 

Theorem. Bayesian classifiers exhibit high 

accuracy and speed when applied to large 

database. It consists of Naïve Bayesian 

Classifiers and Bayesian Belief 

Netwoks.Naive Bayesian Classifiers assume 

that the effect of an attribute value on a 

given class is independent of the values of 

the other attribute while Bayesian Belief 

Networks are graphical methods which 

allow the representation of dependencies 

among subsets of attributes. In this paper for 

comparative study of classification 

algorithms we have taken Naïve Bayesian 

Classification. The Naïve Bayesian 

classification is a simple and well-known 

method for performing supervised learning 

of a classification problem. It makes the 

assumption of class conditional 

independence, i.e, given the class label of a 

tuple, the values of the attributes are 

assumed to be conditionally independent of 

one another. 

4.DECISION TREE INDUCTION 
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 Decision tree induction is the learning of 

the decision trees from class-labeled training 

tuples. A decision tree is a flow chart-like 

tree structure, where each internal node 

denotes a test on an attribute, each branch 

represents an outcome of the test, and each 

leaf node holds a class label. The topmost 

node in a tree is the root node .Internal 

nodes are denoted by rectangles, and leaf 

nodes are denoted by ovals. Some decision 

tree algorithms produce only binary trees, 

whereas others can produce non binary 

trees. The construction of decision tree 

classifiers does not require any domain 

knowledge or parameter setting, and 

therefore is appropriate for exploratory 

knowledge discovery. They can handle high 

dimensional data and have good accuracy. 

The decision tree induction algorithm 

applied on the dataset for study is Random 

Forest. Random forest (or random forests) 

is an ensemble classifier that consists of 

many decision trees and outputs the class 

that is the mode of the classes output by 

individual trees. It runs efficiently on large 

data bases  and can handle thousands of 

input variables without variable deletion. 

Generated forests can be saved for future 

use on other data. 

 

5. RULE BASED CLASSIFIERS 

Rule-based reasoning methods group 

methods providing explicit knowledge 

model, which can be expressed by formal 

rules or not, to be applied for further 

prediction. Provide a set of classification 

rules that can be used later to evaluate a new 

case and classify in a predefined set of 

classes. They classify records by using a 

collection of “if…then…” rules where a rule 

is represented as Rule: (Condition) → y. 

Here condition is a conjunction of attributes 

and y is the class label. The left hand side 

denotes rule antecedent or condition and 

right hand side denotes rule consequent. 

Zero R classifier is applied on the adult 

dataset for comparative study. The idea 

behind the ZeroR classifier is to identify the 

most common class value in the training set. 

It always returns that value when evaluating 

an instance. It is frequently used as a 

baseline for evaluating other machine 

learning algorithms. 

6. LAZY CLASSIFIERS 

Lazy classifiers store all of the training 

samples and do not build a classifier until a 

new sample needs to be classified. It differs 

from eager classifiers, such as decision tree 

induction, which build a general model 

(such as a decision tree) before receiving 

new samples. In lazy classifiers, no general 
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model is built until a new sample needs to 

be classified. Lazy classifiers are simple and 

effective. However, it’s slow at predicating 

time since all computation is delayed to that 

time. In this paper KStar classifier is applied 

on the dataset for comparative study with 

other classification algorithms. KStar is an 

instance-based classifier that is the class of a 

test instance is based upon the class of those 

training instances similar to it, as determined 

by some similarity function. 

7.DATASET 

 Adult dataset available on UCI Machine 

Learning Repository and has a size of 

3,755KB. The adult dataset consists of 

32561 records and 15 attributes. 

A. DATA PREPROCESSING 

 Data  preprocessing  is  a  type  of  

processing  on  raw  data  to make  it  easier  

and effective  for further  processing. 

It is an important  step  in  data  mining  

process. The product of data preprocessing 

is the final training set. Kotsiantis et al. 

(2006) present a well known algorithm for 

each step of data pre-processing [8]. 

The data preprocessing techniques are 

 Data Cleaning 

 Data Integration 

 Data Transformation 

 Data Reduction 

These data preprocessing techniques are not 

mutually exclusive;they may work together.        

Data processing techniques, when applied be

fore mining, can substantially improve the 

overall quality of patterns mined and the 

time required for actual mining. Data 

preprocessing techniques can improve the 

quality of the data, accuracy and efficiency 

of the mining process. 

B.PREPROCESSING OF ADULT 

DATASET 

 Inorder to improve the quality of the data, 

accuracy  and  efficiency  of the mining 

process the adult dataset undergoes a 

preprocessing step. The less sensitive 

attributes like final weight, capital gain, 

capital loss, hours per week are removed 

since they are not considered as relevant 

attribute for privacy preservation in data 

mining. So the number of attributes is 

reduced to 10. The first 100 instances of the 

dataset is taken and then the instances with 

missing values are removed resulting in a 

dataset of 91  attributes. 

8.EXPERIMENTATIONAND RESULTS 
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           Here we are going to implement the 

above described classification algorithms in 

the sections 3, 4, 5, 6,7   on the preprocessed 

adult dataset and tabulate the results. Here 

we have used Weka 3.5.7 for our 

experimentation. Weka is a collection of 

machine learning algorithms for data mining 

tasks. The algorithms can either be applied 

directly to a dataset or called from your own 

Java code. Weka contains tools for data pre-

processing, classification, regression, 

clustering, association rules, and 

visualization. It is also well-suited for 

developing new machine learning schemes. 

Table 1 shows the classification accuracy of 

each classification algorithms. 

 

Figure1:Preprocessed adult dataset  with 91 

instances and 10 attributes 

 

Figure2:Naïve Bayesian implemented on 

adult dataset 

 

Figure3:KStar implemented on adult dataset 
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Figure2:Random Forest implemented on 

adult dataset 

 

Figure2:Zero R implemented on adult 

dataset 

Classification 

algorithm 

Accuracy % 

Naïve Bayesian 84.3187 

K Star 71.4286 

Random Forest 73.6264 

Zero R 75.8242 

 

Table 1:Classification accuracy of the 

algorithms. 

60
65
70
75
80
85
90

Accuracy %

Accuracy %

 

3. CONCLUSION: 

        The above experimentation of various 

classification algorithm on adult data set 

shows that Naïve Bayesian is the best. 

Though Naïve Bayesian is followed by Zero 

R then Random Forest and KStar , these  

three algorithms remain in the same range. 

So the Naive Bayes classifier is simple and 

fast and they also exhibit higher accuracy 

rate than the algorithms discussed above. 
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4. FUTURE WORK 

     Our work can be extended to other data 

mining techniques like clustering 

,association etc. It can also be extended for 

other classification algorithms. We have  

implemented the classification technique 

and  found the accuracy for a dataset with 

just 91 instances. This study can be carried 

forward by implementing the same 

algorithms on larger data sets.  
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