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Abstract - The demand for proper health care systems has 

steeply risen – the requirement being that for a system with 

best results, no side effects and most importantly, cost-

effective. Periodic monitoring of vital parameters and right 

treatments based on this data in another major aspect 

involved in health care. The paper explores the possibility of 

using soft computing techniques in the development of health 

care systems, its implications and the future prospects. It also 

presents a comparative study between the existing 

implementations. 
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I. INTRODUCTION 

A patient-doctor relationship is key to the whole system of 

healthcare and central to the delivery of efficient care of the 

highest quality, while maintaining costs within the limits. 

According to the report of CNN International [1], doctors’ 

shortage and increased demand could crash healthcare 

systems in the coming years. Along with the acute shortage 

of good practitioners, there is the threat of patients clogging 

up at the hospital emergency rooms waiting for their turn to 

consult the primary care physicians.  

 

Thus, a proper health care system that would supplement, if 

not replace, has become the need of the hour. Researchers 

are seeking a solution that would provide the best results 

with no side-effects and also cost effective. Periodic 

monitoring of vital parameters and right treatments based on 

this data is another major aspect involved in health care. 

This is where the soft computing techniques find its 

relevance. The paper tries to explore the possibilities of 

applying soft computing techniques in developing good 

health care systems. The study focuses on signal based 

systems rather than image based systems.  

 
II. HEALTH CARE SYSTEMS 

Health care deals with the detection, treatment, analysis, 

prediction and prevention of a disease, injury, illness or any 

other impairment. Traditionally, it is considered to be 

handled by practitioners or any person involved with 

primary, secondary or tertiary care. The growth in 

technology, mounting cost of health care and acute shortage 

of timely availability of good practitioners have led in 

redefining the traditional perception of health care in the 

past decade.  

 

Presently, a health care system is considered to be 

consisting of the people, organisations and actions whose 

prime objective is to promote, restore, endorse or maintain 

health [2]. A good health care system delivers quality 

services to all people, whenever and wherever they need 

them. It provides reliable information for proper diagnosis, 

on which decisions can be based.  

 

Various parameters that form the foundation in the 

development of good health care systems are – quality, 

acceptability, scalability, efficiency, consistency, coverage, 

continuity and most importantly cost. In general, the 

healthcare system demands [3] infrastructure, usually 

costly, and monitoring devices, most of them bulky, for 

effective functioning. Dangling wires and human-error 

factors are other major issues to be dealt with [4].  Soft 

Computing provides an effective solution to such hassles.   

 

III. SOFT COMPUTING 

Conventional Computing (CC) or Hard Computing (HC) 

requires an analytical, precisely stated model. It is based on 

numerical analysis, binary logic and crisp systems. Hard 

Computing is deterministic and categorically precise. 

Health care systems, however, are less ideal, highly 

uncertain, and stochastic in nature. There is lot of 

uncertainty and imprecision involved. 

 

Soft Computing (SC) [5], unlike Hard Computing, has 

greater tolerance for uncertainty, probability, imprecision, 

approximation, disposition and partial truth. It is based on 

fuzzy logic, neural networking and probabilistic reasoning. 

Further, Soft Computing can deal with noisy and ambiguous 

data efficiently and can evolve its own logic.   

 

 
Fig. 1 Different Approaches in Problem Solving 
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Fig.1 throws some light in to the different problem solving 

approaches [6]. There are mainly four models that comprise 

the soft computing technique. They are the Probabilistic 

model, Fuzzy Logic, Evolutionary Computing that includes 

Genetic Algorithms and Neural Networks. 

 

Each model is implemented using different tools and 

methods that can be effectively used in the analysis of 

physiological signals and images. The data is then 

categorized and classified, which in turn provides an easy 

and reliable path in drawing conclusions. 

 

IV. THE TECHNIQUES AND ALGORITHMS 

The general approach followed in any system handling 

physiological data is given by Fig 2.  

 

 
 

Fig 2 Flowchart showing the process flow 
 

Major steps involved are: (a) acquisition that includes 

acquirement, organization and storage of data, (b) analysis 

and classification of data and (c) interpretation and drawing 

correct inferences from the results. 

A Data Acquisition 

Physiological data can come in the form of signals or 

images.  For acquiring biomedical signals, the procedures 

can be invasive or non-invasive, active or passive [7]. 

During invasive procedures, transducers are placed inside 

the body of the patient. Examples are the insertions of 

needle electrodes or catheter-tip sensors for monitoring. 

Non-invasive procedures do not involve penetration of the 

body. Examples include the recording of ECG using chest 

or limb electrodes. Active procedures require the patient to 

perform a particular activity to stimulate the system of 

interest where as in passive data acquisition procedures, no 

such activity is required.   

 

The analog data acquired by transducers are then 

transmitted to amplifiers and filters to eliminate noise 

signals before converting to digital signals for data analysis. 

Fig. 3 gives the list of few sensors that are commonly used 

to acquire various physiological signals [8]. The data thus 

acquired is organised and stored in proper data sets. 

 

 
 

Fig. 3 Physiological parameters and the sensors that can measure them 

B Data Analysis and Classification 

 

Data analysis and classification are the most vital parts of 

any patient monitoring system. The activities include 

correlation of data from multiple sources and the 

classification of data accordingly.  

 

The correlation of data is done based on the patient’s past 

records or from the standard Knowledge Corpus.  

 

Different statistical learning approaches are handy when it 

comes to classification of data. Soft Computing offers 

various techniques [5] like Bayesian decision, Certainty 

Factor Model and Support Vector Machine to assist the data 

classification process. 

 

There are three algorithms that are mainly used in the 

analysis of data. They are: 

 Detection of change points  

 Detection of Anomaly and  

 Activity Correlation  
 

Change point detection [9] algorithm is used to detect the 

point that deviates significantly from the accepted mean 

value. Generally, all the measurements vary within a certain 

range. The steps followed are: 

 Calculate a mean value at every step after a new value 

is received. If n stands for the number of observations 

and xi, the current observation, then, the mean  is 

calculated as 

  
 Each time next pulse measurement jumps/drops 

significantly from the mean value, the deviated point is 

marked as the change point.  
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The entire process consists of a several steps followed by a 

plotting command. More number of change points would 

indicate the need for immediate medical attention.  

 

The anomaly detection [9] Algorithm searches the whole 

data set to find data that are unusual or rare. The unusual or 

rare data forms the anomaly. Anomalies are matters of 

concern and often call for an emergency situation.  

 

Activity correlation [10] method tries to find a correlation of 

the subject’s activity with a third parameter. In this method, 

the subject is required to perform a particular activity to 

simulate the system of interest so that the desired response 

or signal can be extracted. The sensor captures the signals 

that correlates with the activity performed. The Activity-

Induced Energy Expenditure (AEE) [11] is then calculated. 

For an accelerometer, AEE is calculated as  

 

, where 

AC(ax), AC(ay), and AC(az) are activity components of 

accelerations on x, y and z axes respectively. 

C Data Interpretation and Result Handling 

The data classification would give insights to the medical 

condition of the patient [12][13]. The result can be stored 

for later use or send to the medical professionals to 

determine the further course of action [14] [15].    

 

IV. COMPARISON OF ALGORITHMS 

The change point detection algorithm is simple, handy and 

easy to implement. It can provide a preliminary insight 

towards the health of the patient. It can be used in the 

situation where the monitoring is continuous or online. But 

the algorithm has many short falls. It does not take in to 

consideration the previous knowledge of the patient’s 

condition. Also, it provides a generalized view of the 

situation. Each patient being different and the situations 

varied and unique at times, this method falls short of 

accurate results that can be relied on.       

 

Anomaly detection algorithm compliments the change point 

detection algorithm. The whole set of input is analysed in 

the process of finding the anomalies. Hence, this technique 

becomes more reliable in the case of non-continuous 

monitoring when the signals are first recorded and then 

analysed. This method becomes less effective in the 

situation where the monitoring is continuous.  

 

Activity correlation technique is an active procedure [7]. It 

can be employed in the case of periodic monitoring of 

health. The subject should be capable of performing the 

specified activity on his own. This technique is effectively 

used as a monitoring technique for the sustainability of 

health. 

 

 

V. VARIOUS IMPLEMENTATIONS 

Biswas [16] proposes a soft computing model based on 

Fuzzy Logic that would help the physicians in the decision 

making. Real life data being intrinsically fuzzy, this model 

presents the clinical observations and inferences in a more 

accurate manner that in turn helps the doctors in drawing 

better conclusions than pure mathematical models. 

 

Ulieru, Hadzic and Chang [17], in their paper, describes 

about how effectively soft computing agents can be used in 

the research and the subsequent control of un-known 

diseases. 

 

Giacomelli, Munaro and Rosso [18] illustrates an 

ubiquitious, and adaptive disease management platform, 

based on Neural Computing, for the detection of kidney 

related diseases.    

 

Ulieru, Crichton, Rizzi and Karanicolas [19] describe how 

standards can be defined for the care and monitoring of 

glaucoma, based on soft computing. They use a fuzzy 

knowledge base that encapsulates core expert rules in 

glaucoma care and further refine the standards based on 

expert opinions. 

 

Atoui, Fayn and Rubel [20] proposes an ECG monitoring 

system based on the Artificial Neural Network (ANN). 

Using this technique, they devise a method to derive the 

standard 12-lead ECG signal from a pseudo 3- lead subset. 

 

Wu, Bui, Batalin, Au, Binney and Kaiser [21] elaborate on 

their work to develop and validate a medical embedded 

device for personalised care based on Artificial Intelligence 

and Neural Networks. This device enables sensor 

management and has diseases prediction capabilities.  

 
V. FUTURE PROSPECTS 

In their review paper, Salih and Abraham [22] summarise 

the recent developments in the field of Ambient Intelligence 

for health care monitoring. This focus is on Artificial 

Intelligence based systems. Advancements in the field of 

Evolutionary Computing and Genetic Algorithms have also 

brought in a fresh wave in the way health care systems are 

looked at. Decision Support Systems (DSS) based on neural 

networks have already embarked on their journey in 

assisting the medical practitioners. The future of health care 

systems would be a combination of hardware devices for 

input and data collection and Decision Support Systems 

based on Soft Computing techniques that would draw 

results and inferences for the doctors to rely on to make 

appropriate conclusions.      
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VI. CONCLUSION 

According to World Health Organisation (WHO) [2], a well 

functioning, good Health Information System is the one that 

ensures the generation, analysis, transmission and utilization 

of timely and reliable information on health determinants, 

guaranteeing right performance of health system parameters 

and health status. Soft Computing techniques aided by the 

technological advancements would undoubtedly curb the 

shortage in the availability of proper health care, making it 

ubiquitously available in the most cost effective manner and 

would act as a perfect aid for the practitioners to rely on.      
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