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Abstract:- Synthetic aperture radar (SAR) picture classification 

is a key procedure for SAR picture comprehension and 

understanding. Inspired by neural network technology, a 

model is constructed which helps in classification the images by 

taking original SAR image as input using feature extraction 

which is convolutional neural network. In this paper the 1-D 

feature are extracted from using principle component analysis. 

The 1-D feature vector set is given as input to the CNN layer. A 

CNN model that is composed of various multiple layers which 

are simple and nonlinear modules and has the capability to 

learn representations from the data. Convolutional neural 

network can extract high-level information and discover 

intricate structure, which dramatically improve the 

performance of many computer vision tasks, such as object 

detection, speech recognition, and image classification. This 

paper describes a Convolutional Neural Network based 

approach for SAR image classification. The Synthetic Aperture 

Radar images are formed when microwave signals bounce back 

from a surface of an object. These images are used for the 

classification of different vehicles. As Convolutional Neural 

Networks have higher efficiency than other algorithms, hence 

it is used for image classification. The data set used in this 

project is MSTAR dataset. This contains the images of various 

military vehicles. It is collected using a X-band SAR sensor with 

a 1-ft resolution.  

The MSTAR dataset is widely used for classification and to test 

the algorithms. This project aims to classify, recognize and 

detect military vehicles with the help of Convolutional Neural 

Network algorithm. 

Keywords: Classification, detection, Convolutional Neural 

Network, SAR images. 

1.0 INTRODUCTION 

Synthetic Aperture Radar (SAR) images are formed when 

the microwave signals bounce back from the surface of an 

object [1].These images find applications in detecting the 

military vehicles [2-7]. The technique used in this is the use 

of moving antenna and a stationary target. The echoes are 

correlated to form a high resolution image of the target. 

Fig.1. depicts the military vehicle images which are present 

in the dataset with their respective SAR Image. These 

images are generated from an X-band SAR radar with a 1-Ft 

resolution [8-11]. 

There are 3 types of interaction of a signal:- 

1. Smooth surface.

2. Rough surface.

3. Double bounce.

These interactions give the topography of the surface of the 

object.Fig.1. depicts the process flow diagram of image 

classification. The model is trained using the dataset of 

Moving and Stationary Target Acquisition and Recognition 

(MSTAR) dataset .This consists of all images of various 

types of military vehicles. 

When a model is trained it can result in three types of fitting:- 

1. Under fitting: - When the model tries to cover each

and every point on the axis it is called under fitting.

If less number of features are used then the

accuracy reduces.

2. Good Fit/Robust:-When the model is trained with

the optimum number of features it is called good

fit.

3. Over fitting: - When the model tries to cover each

and every point on the axis it leads to over fitting.

Over fitting increases the computation time of training and 

it provides less accuracy. 

The feature extraction is performed using Principal 

Component Analysis. As not all the features can be taken 

into consideration from an image which cause over fitting, 

hence only the principal components are taken [12-15].PCA 

helps in avoiding the issue of over fitting. The PCA is used 

to convert a high dimensionality to a set of low 

dimensionality in terms of attributes or features. 

1.1 Principal Component Analysis 

In order to reduce redundancy of the image the PCA is 

widely used to convert a high dimensional image to a set of 

low dimensional image [16][17]. The PCA process results in 

principal components. These principal components are 

validated based on the validation dataset images. PCA or 

Principal Component Analysis is a mathematical method 

that performs orthogonal transformations and converts a 

correlated dataset  into a  uncorrelated data. The data after 

PCA contains principal components which are selected from 

various components the image contains, basically the 

principal components are the ones where the variance of data 

is the highest to get highly uncorrelated data [18-20] Hence PCA 

can be used to compress an image. The eigen vectors, eigen 

values and covariance matrix are obtained from the input 

images and hence the principal components are found. Pixels 

which are redundant are removed and are replaced with 

available colours in the image. This  way PCA performs 

efficient compression. 
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1.2 Convolutional Neural Network 

 A CNN is composed of various layers which comprises of 

convolutional layer, max pooling layer, sigmoid layer and 

various other layers. Each layer has its own functions and 

output. Initially the input to the convolutional layer is an 

image which is a matrix of form a x b x c where a denotes 

the height of image, b denoted the width of image and c 

denotes the colour of image or channel count. A Gray-scale 

images has c as 1. Then comes the kernel which is of size j 

x j x l, j is the size of one side and l can vary but should be 

less than c.  CNN is majorly used for classification and 

detection of object or in general image processing and 

detection related applications not just because it achieves 

good accuracy but also because its extracts features 

automatically and the helps the developer to escape from 

loss of pixel spatial interaction. 

 

 
 

Fig.1. Military vehicles and their respective SAR Image. 

 

 
Fig.2. The convolutional Neural network layer. 

 

2.1 Methodology adopted  

The model is trained using the dataset which is Moving and 

the Stationary Target Acquisition and the Recognition 

(MSTAR) dataset. This consists of the images of various 

military vehicles which are 2S1, BMP2, BRDM_2, BTR60, 

D7, T62, ZIL131, and ZSU_23_4. 

It contains 2033 images each with a resolution of 158 x 158. 

The dataset comprises of images having resolution 158 x 

158.The principal components are generated and the CNN 

model is trained. The final feature vector set is obtained after 

the fully convolutional layer. The feature vector is used to 

compare with the testing data. The model generates an error 

message if the image is not matching with the given image. 

2.2 Experimental Details  

In order to solve the problem of over fitting, principal 

components must be calculated. Fig.3. explains the flow 

diagram of the principle component analysis. Principal 

Components are calculated with the help of Covariance 

matrix which is mentioned in equation.1 and 2. 

Cov(x,y= ∑
xi−x′

xi+x′
                                         (  𝑛

𝑖=1 1) 

Cov(x,y)=[
Cov(x, x) Cov(x, y)
Cov(y, x) Cov(y, y)

]                  (2) 

 

All the principal components are orthogonal i.e. they are 

independent of each other. 

The negative value of covariance implies the two values are 

inversely proportional to each other. 

 

The Eigen value can be obtained with the help of equation.3. 

𝐶𝑜𝑣 −λ.I =0                                           (3) 

Where λ is the Eigen value and I is the identity matrix. 

 

This will give  more than one value of Eigen value which 

will have corresponding Eigen vector. 

The Eigen vector can be calculated with the help of 

equation.4. 

𝐶𝑜𝑣 −λ.I[
𝑥1
𝑦1

] =0                                    (4) 

The principal component is the highest Eigen vector for the 

corresponding Eigen value. 

The Significance of the parameters are:- 

 

1. Covariance matrix:-It is a relation between how one 

variable is associated with other variable. 

2. Eigen value:-Importance of these directions or how 

much amount of variance is explained in these 

directions. 

3. Eigen vectors:-The direction in which the data is 

spread gives the eigen vectors. 

 

 
 

Fig.3. Process flow diagram of Principal Component Analysis. 

 

Accuracy=
Total number of correct predicions.

Total number of images used for testing.
   (5)                        

 

Fig.7. explains the number of accurately predicted and 

incorrectly predicted values for the images classified.                                                                                                                                                                

The Convolutional Neural Network layer consists of one or 

more convolutional layers.  

The convolutional neural network comprises of 4 layers:- 

1. Convolutional layer. 

2. ReLU Layer. 

3. Pooling layer. 

4. Fully connected layer. 
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1. Convolutional layer:- 

The image is taken as a form of matrix in which the data 

present is marked with 1 and the other is marked with 0.The 

convolution is performed between the image matrix and the 

filter to get the convolved matrix.Fig.4. describes the output 

matrix using kernel. 

 
Fig.4. Generation of output matrix. 

 

The output image is described as:- 

 

Mi+1= Mi-p+1. 

 

Where, p denotes the size of kernel and M denotes the 

matrix. 

2. ReLu Layer:- 

This acts as an activation function. In this layer only the 

negative values are removed from the filtered image and 

replace it with zeros. This is done to avoid the values 

summing up to 0. 

 

3. Pooling layer:- 

Pooling layer is used to down sample the image. Pooling 

layers help in lessening the quantity of parameters required 

and subsequently this decreases the calculation required. It 

likewise helps in maintaining a strategic distance from over 

fitting. 

 

There are two types of the pooling which is used:- 

1. Maximum Pooling:-In this maximum value is 

selected for the matrix. 

2. Average Pooling: - It involves the average of values 

of the entire set. 

Here, in this project maximum pooling is being used. Fig.5. 

describes the output matrix after the pooling layer. The 

maximum pooling is used to calculate the output matrix. 

 

Y(i,j)=  max(∑ 𝑌(ℎ𝑘 ×𝑢,𝑣,𝑘 𝑖 + 𝑢, 𝑤𝑘  × 𝑗 + 𝑣 ) 
Where Y denotes the matrix of order i and j and hk and wk 

are weights. 

 
Fig.5.  Generation of output matrix after pooling layer. 

 

4. Fully connected layer:- 

This is the layer in which the actual classification happens. 

Flattening process is employed to convert the resultant 2-

dimensional clusters from pooled include set into a solitary 

long constant straight vector. 

 
Fig.6. Process flow of SAR Image classification. 

 

PROPOSED METHOD :- 

CNN has been profoundly used for the image classification, 

however the computation time has been an issue as large 

amount of data is read. So in real time applications like SAR 

images target recognition need fast and effective 

computation and for that reducing the amount of data while 

not losing essential features for recognition is of primary 

importance. The proposed method first reads the image in 

form of matrix and further performs PCA image 

compression while reduces the size maintaining the 

principal components, removing the less important features. 

The images is then provided to the CNN model where the 

weights, biases, filter are initialized. The images in the form 

of matrix is passed onto various layers in CNN model. 

Convolutional layer performs the dot product between the 

filter and the image matrix. Then comes the ReLU layer, this 

layer removes the negative values from the filtered images 

and replace it with zero. Then the matrix is passed to the 

Pooling layer which is used to down sample the image. Max 

Pooling selects the maximum value in each patch. The Fully 

Connected layer performs flattening then. Flattening is the 

process of converting all the resultant 2-dimensional arrays 

from pooled feature map into a single long continuous linear 

vector. Adam optimizer is used for optimization. The 

network learns through various epochs and the network 

graph is saved after training of the model. The saved model 

is restored and new data is provided for prediction. The 

network calculates the probabilities of each outcome for 

each image. The outcome with highest probability is taken 

as the predicted outcome. The accuracy of the model is 

calculated based on the comparison of predicted and 

expected outcome. 

3.0 RESULTS AND DISCUSSION 

The Fig.7. Shows the graph of count and result. The 

accuracy is calculated using equation 5.The value of each 

dataset is obtained. Table.1. shows the value for each 

dataset. The model is trained on an Intel i5 processor and a 

RAM of 8GB and it is trained for 13 Epochs to achieve high 

accuracy. The feature extraction is done using PCA. Table 1 

shows the value for each dataset. The network calculates the 

probabilities of each outcome for each image. The outcome 

with highest probability is taken as the predicted outcome. 
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The accuracy of the model is calculated based on the 

comparison of predicted and expected outcome This 

technique aims to provide the image classification with a 

high accuracy and computation time as compared to other 

algorithms. The algorithm helps us to achieve image 

classification using neural network. The project finds 

application in wide areas such as surveillance, defense 

purpose, in radars etc. The accuracy and computation is 

better compared to other algorithms and hence it is suitable 

for wide range of applications. True indicates the number of 

images predicted correctly and False indicates wrong 

Predictions. The figure shows that the algorithm has good 

efficiency has count of True is much higher than count of 

False. Number of True =1729, False=109, Accuracy = 

94.06%. 

 

Fig.7. Count versus result. 

 

TABLE.1. The value for each dataset. 

 

4.0 CONCLUSIONS 

The approach to the problem of SAR Image classification is 

described using Convolutional Neural Network which has 

proved to be very successful in the recent times in image 

classification and detection applications. The image 

processing helps in the organization of the data which can be 

then used for feature extraction. The feature extraction and 

compression done through PCA helps further in reducing the 

computational time. The 1-D features extracted using PCA 

are used to provide input to the CNN layer. The MSTAR 

dataset is utilized to prepare the model. The high numbers of 

samples are utilized to give a precision and accuracy. The 

model also laid focus on  computation time  by using 

Principal Components Analysis to reduce the data used for 

computation. The neural network is trained using samples 

and convolutional layers with leaky ReLu activation 

functions and accuracy of 94.06% is achieved. 
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