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Abstract 

Heart failure, a non-transmissible illness, is the main cause of mortality globally. As a whole, there are four main kinds of heart 

illness: inheritable, coronary artery disease, cardiac failure, and artery. Timely and accurate identification of cardiac disease is 

crucial for patient survival and preventing additional injury. Having a predictive system that can forecast the development of 

cardiovascular disease before it deteriorates is of utmost importance. To predict cardiac disease, researchers employ a variety of 

machine learning techniques and algorithms. Machine learning has garnered interest in several domains, including the realm of 

medical sciences. Scientists employ several machine learning algorithms and methodologies to predict cardiac disease. This study 

employs data from IEEE Data Port, a comprehensive, publicly accessible online dataset particularly tailored for persons with 

cardiovascular ailments. The collection consists of vital data gathered from many sources, such as the Hungarian, Long Beach 

VA, Switzerland, and Statlog databases. The features encompass the highest achieved heart rate, serum cholesterol levels, the 

type of cardiac symptoms experienced, and fasting blood sugar levels. Performance metrics such as accuracy, precision, recall, 

F1-score, confusion matrix, and precision recall curve can evaluate the model's usefulness and robustness. The study presents a 

stacked ensemble classifier framework that incorporates many machine learning techniques, including random forest, K-nearest 

neighbour, logistic regression, support vector, and others. The approach we devised had a 94% accuracy rate, surpassing the 

current body of research. 

Keywords: Machine Learning Algorithms, Cross validation, Stack ensemble Technique, cardiovascular disease, Heart disease 

dataset, Performance  measures 

I. INTRODUCTION

Disease is the leading cause of death worldwide [7]. The United Nations Health Organization (WHO) estimates that heart-

related diseases accounted for 32% of the global fatalities in 2019 [11]. Cardiovascular disorders (CVD) are responsible for 

28.1% of all fatalities in India, according to the Ministry of Health and Family Welfare [15–18]. At this time, ST-elevation 

myocardial infarction (MI) and acute coronary syndrome are more common in India than any other country in the globe. In 

2013, 261,694 people lost their lives due to diseases in India. This number is up 138% from 1990 levels [15]. For an 

accurate assessment of the severity of cardiovascular disease, practitioners use blood tests, electrocardiograms (ECG or 

EKG), cardiac MRI, and cardiac computed tomography (CT). A sufficient number of trained medical experts should be 

available in developing nations to reliably diagnose cardiovascular disease. Errors in these tests, brought on by insufficient 

infrastructure, can further complicate matters and end longer patients' lives [25]. There is one doctor for every 91,000 

people in India [24].  

The early diagnosis of heart disease in patients, together with the right medical treatment, may reduce the occurrence of 

premature death [1]. Disease significantly impacts both the healthcare system and people's health. Furthermore, coronary 

heart disease is the first of many types of cardiovascular illnesses. Coronary heart disease, a well-known and common 

cardiovascular disease [36], affects many people. This disease narrows the coronary arteries, leading to their eventual death. 

The heart receives its oxygenated blood via the arteries. But it doesn't work very well when plaque, which contains 

cholesterol, is present. Cardiomyopathy, often known as congestive heart failure, is the subject of the second group. The 

heart is thus unable to circulate blood effectively to every area of the human body. A significant decline in the heart's 

pumping ability, resulting from a significant weakness of the heart muscles, characterizes this advanced symptom of 

coronary artery disease. Another example is congenital heart disease, a medical condition that is present from birth [37]. 

One may observe cardiac interatrial or interventricular communication, also referred to as septal defects. Cyanotic heart 

failure is defined by the presence of disruptive anomalies that either completely or partially block circulation to various 

parts of the heart or result in insufficient oxygenation throughout the body. Cardiomyopathy is the final medical advice. 

Cardiomyopathy is a pathological condition that impairs the heart's capacity to effectively pump blood. It causes 

dysfunction or changes in the structure of the cardiac muscles, potentially resulting in heart failure. 
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Using ensemble learning, which includes combining different model types and making changes to the architecture, could 

improve prediction tasks' accuracy and generalizability [9]. Therefore, utilising an ensemble learning approach is beneficial 

for addressing crop production forecasts. An ensemble learning method Sacking is used, which combines base and Meta 

models to make predictions using self-learning [14]. Using this strategy can significantly enhance the accuracy and 

relevance of forecasts [17]. The result section provides a comprehensive analysis and evaluation of previous research 

studies.  

Therefore, the primary objectives of this research work are outlined below: 

• Data preprocessing and data cleansing

• Examine the viability and precision of cardiovascular disease prediction models using various machine learning

methodologies. Analyze and compare the Random Forest (RF), Support Vector Machine (SVM), and K-Nearest

Neighborhood (KNN) foundation models (Layer 1).

• Test the suggested Stacking Logistic Regression Ensemble (LORENS) Meta model (Layer 2) to see how well it

works at improving the accuracy of heart failure prediction.

This study trains the ensemble model with a substantial dataset, enhancing its ability to generalize well.

• With a value of K=5, the K-fold cross validation technique is used by both the Base model and the Meta model.

• Measures including accuracy, precision, recall, F1 score, and ROC analysis will be used to evaluate the efficacy of

the proposed framework in comparison to existing literature.

The proposed ensemble structure for the diagnosis of heart disease is illustrated in Fig. 1. 

Fig. 1: Overview of proposed ensemble model of cardiovascular disease prediction, RF, 

Random Forest; SVC, Support Vector machine; KNN, K-Nearest Neighbor Classifier; 

CV, Cross validation 

The subsequent phases of the research are outlined as follows: Section 2 comprises the literature review. Section 3 provides 

an extensive analysis of the various methodologies. Section 4 provides a comprehensive assessment of the proposed 

framework, including an in-depth analysis of model selection, experimental conditions, and the recommended approach. 

Section 5 conducts a comparative analysis based on the findings. Section 6 concludes the paper. 

II. REVIEW OF LITERATURE

This section presents an analysis of 10 unique research publications, examining how previous researchers have addressed 

the same topic using diverse methodologies, as shown in Table 1. The incidence of cardiovascular disease has experienced a 

significant surge [7]. Scientists are utilising various approaches and algorithms to predict cardiovascular illness. Over time, 

researchers have carried out several investigations on the prognosis of cardiovascular disease. An overview of these 

investigations is provided below. While conducting their research, the researchers made use of a wide variety of approaches, 

such as multi-layer perceptron (MLP), decision trees, artificial neural networks, support vector machines (SVMs), K closest 

neighbors, decision trees, and random forests [12]. The authors originally employed the dataset at a granular level. 

Afterwards, the researches merge the dataset to create a unified representation. 
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Table 1: Comparison of existing methods for predicting heart disease 

The researchers used classification matrices to reliably and accurately analyze several risk factors associated with coronary 

heart disease. In order to create a model for building an intelligent mixed structure, the authors employed many 

methodologies and used K-fold (10-fold) cross-validation techniques for both the full and specifically selected attributes. 

The authors used a total of four feature selection techniques, including the LASSO strategy [32], the relief feature selection 

methodology [33], and others. The researchers calculated the chi-square statistic and P-value used in choosing feature 

approaches and employed HGBDTLR, a stack-based algorithm. The HGBDTLR algorithm is built on a stack. The 

framework was constructed using a variety of machine learning techniques, including SVMs, DTs, LR, Adaboost, RF, 

GBDT, KNN, and an HF with a linear model. Precision, recall, accuracy, and the F1 score were among the several 

characteristics analyzed by researchers [34].  

The authors employed a majority voting ensemble technique, including many algorithms, to achieve a peak accuracy of 

90% [2]. The authors employed a consensus technique by aggregating the results of all the algorithms by a majority vote, 

improving the overall accuracy. In addition, the authors calculated the correlation between the target variable and another 

characteristic, which analyses the connection between the two variables when the data point is positive. The authors in [8] 

perform multilevel data splits using CHAID (Chi-Squared Automated Interaction Detector), a structural technique that bears 

similarities to a decision tree. The CHAID decision tree algorithm provides cardiologists with a comprehensive analysis of a 

patient's health situation, enabling them to effectively distinguish between various illnesses [35]. Subsequently, they used 

majority voting as a means to enhance the overall accuracy. The researchers primarily focus on using machine learning 

techniques to predict heart disease. Despite evaluating several aspects, the authors found that the dataset's size is generally 

moderate in most circumstances. The aim of this research was to predict cardiovascular disease by examining various 

algorithms and approaches. This research work focuses on algorithm creation using a dataset [26] with 1190 occurrences 

and 11 attributes; this work focuses on the creation of algorithms. The goal is to demonstrate these algorithms' massive-

scale performance. 
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III. METHODOLOGY

The section explains how the suggested framework makes use of machine learning classification algorithms. Several 

classifier models were tested before the ensemble of best models was finalized. Five different classifiers were trained using 

the training data set. We chose three different classifiers as our foundational models for further analysis after the initial 

training. Their performance in Layer 1 is the deciding factor. Using the Logistic Regression Ensemble (LORENS) as the 

met model (Layer 2) is key to our strategy. 

A. Random Forest Classifier (RFC) [20][38]

Random forest modeling is a classification approach that uses tree-based models as depicted in Fig. 2. The Random Forest

classifier, also known as RFC, is a widely used learning technique in machine learning that involves supervision. In order to

generate judgments, multiple decision regression trees may use branching to choose the optimal feature from a portion of

the whole feature set [20]. This approach has the benefit of maintaining the autonomy and variety of each decision tree

while mitigating the risk of excessive fitting [38]. The Random Forest technique does this by randomly picking a subset of

features to use for splitting nodes. Unlike conventional decision trees, which determine the most probable saturation points,

this approach employs optional thresholds for each characteristic to maximize the randomness of the decision trees.

Fig. 2: Random Forest Classifier 

B. K-Nearest Neighbor Classifier (KNC)

Applications, such as recognizing patterns, categorizing, and forecasting often use K-nearest neighbors (KNN) in machine

learning. By averaging the values of the closest data points, the K-nearby neighbors (KNN) regression process determines

the predicted value. Among its many benefits are its exceptional predictive accuracy, resistance to out-of-range values, and

limitless capacity to process uncertain inputs. Using the standard geometrical distance measure, we determined the

separations within the data values [23]. The calculation for the distance in terms of the Euclidean plane is:

 =
−=

n

i ii qpqpd
1

2)(),(  (1) 

C. Support Vector Classifier

Supervised machine learning makes extensive use of the Support Vector Classifier (SVC) and Support Vector Machine

(SVM) to tackle classification and regression problems. Finding the hyperplane that differentiates the two sets allows us to

classify them. The exact locations of each observation are linked to support vectors. The Support Vector Classifier (SVC)

uses mapping techniques to generate a high latitude estimate function from low latitude geographic information. This

method achieves a balance between the computational cost and the accuracy of the regression model [6]. SVR's primary

objective is to identify the optimal decision boundary. Vectors are the training sample points closest to the hyperplane and

meet certain requirements.

D. Naive Bayes Classifiers

The Bayes method leads algorithms to believe that every pair of features is conditionally independent, depending on the

current value of the class parameter. This assumption is referred to as "naive". Naive Bayes classifiers exhibit notable speed

when contrasted with more advanced techniques. The division of the feature distributions based on class conditions enables

the individual estimate of each distribution as a one-dimensional distribution. Consequently, this helps to mitigate the

problems caused by high dimensionality [5].
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E. Logistic Regression model

There are two potential solutions for the dependent factor, and Logistic Regression (LR) is the best method for regression to

use[13]. Logistic regression is a form of predictive analysis among several other forms of regression analysis. The tool

enables us to visually depict data and illustrate the correlation between one or more independent variables with varying

measurement scales (nominal, ordinal, interval, or ratio) and a sole dependent binary variable. Logistic regression produces

outcomes that are distinct and separate, as opposed to the continuous outcomes generated by linear regression. Logistic

regression employs the logistic sigmoid function to provide distinct outcomes, whereas linear regression generates

continuous numerical values. Multiple distinct groups may assign the resulting probability value.

Fig. 3: Logistic Regression 

F. K-Fold Cross Validation

The k-fold cross-validation technique is an essential method for evaluating the effectiveness of forecasting algorithms in the

disciplines of machine learning and statistical analysis [39]. The procedure involves partitioning the dataset into k

subgroups of equal size, also known as "folds." Fig. 4 demonstrates that the procedure iterates, training the model on the

remaining k-1 folds while employing one fold as a set of validations.

Fig.4: K-fold cross validation 

In order to guarantee every fold is used as the validation set exactly once, we iterate this process k times. For each cycle, we 

compute performance metrics such as accuracy or mean square error. Subsequently, we combine these indicators to give a 

comprehensive evaluation of the model's performance [16]. 

G. Stacking Ensemble

Stacking is a technique that combines several base models with Meta models [31]. This technology's core is a progressively

created multi-layer system of instruction. When merging models, stacking frameworks employ multiple base learners, a

feature that sets them apart from the typical integrated framework-guided methods of clustering (bagging) and boosting

techniques. The stacking approach begins with applying cross-validation to transform the primary features into secondary

features. There are three parts to the training plan. The stacking ensemble learning method is employed to train a diverse

group of learners, who subsequently acquire knowledge from the dataset and combine the training results of all classifiers

into a single, distinct dataset prior to feeding it into the Meta classifier. According to the resulting value of the Meta learner,

the secondary layer model determines the final result.
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IV. EXPERIMENT

4.1 Dataset Description: 

The port of IEEE Data is used to gather data on heart failure (CVD) [26, 13]. We integrated five recognized heart failure 

(CVD) programs to generate this set of data: the Statlog (Heart) data set, the Hungarian database, the Cleveland dataset, the 

Long Beach VA dataset, and the Swiss dataset. Previously, one could view these datasets independently without any 

linkage. The dataset includes 1190 instances and 11 variables that deal with patient characteristics and outcomes. Old 

maximum = ST (depressive disorder), years lived, blood pressure, serum cholesterol, and fastest heart rate (in the range of 

71 and 202 bpm) are a few examples of data types. Here is a collection of statistical data that includes the following details: 

sex (0-1), type of chest discomfort (1-2, 3-4), baseline glucose level (1>120 milligrams), resting ECG results (0-1.2), 

exercising-induced angina (0-1), inclination of the peak of the exercise ST section (0, 1, 2), and goal (0-1). In Table 2, we 

can see the bare minimum of characteristics. 

Table 2: Nominal Attributes descriptions 

The correlation coefficient is computed to examine the dataset and determine the relationship between the target diagnosis 

and each of the parameters. Table 3 demonstrates the strongest link between the ST Slope and the target features of 

exercise-induced angina, the type of chest pain, and ST depression Figure 5 displays a heat map that illustrates the 

association between all traits, offering a distinct perspective on the connection between each element. Figure 6 displays a 

pie chart and histogram that depicts the distribution of patients in the Heart Disease Dataset (Comprehensive) based on 

gender and age. It is evident from the data that males account for 76% of the total while females account for only 24%. 

Furthermore, Figures 7–13 showcase histograms that we use to provide an early look at the data presented in the ongoing 

feature visualization.  
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4.2 Relationship between data attributes and data visualization. 

The relation between data attributes and data visualization is represented by the corresponding Table and figures as shown 

below. 

Table 3: Correlation with Target Interpretation 

Fig. 5: Heat map of cross-correlation values 
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Fig. 6:  Age and gender distribution within the dataset 

Fig. 7: Representation of the dataset's enumeration of patients with heart disease 

Fig. 8: Representation of the distribution of the maximum heart rate achieved 
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Fig.9: Representation of the relationship between age and the target variable 

Fig.10:  Distribution of cholesterol. 

Fig 11: Distribution of resting Blood Pressure 

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181http://www.ijert.org

IJERTV14IS010014
(This work is licensed under a Creative Commons Attribution 4.0 International License.)

Published by :

Vol. 14 Issue 01, January-2025

www.ijert.org
www.ijert.org


Fig. 12: Distribution of chest pain 

Fig. 13: Distribution of patients, categorized by age, between those who are normal and those who have heart disease. 

Histograms in figures 7-13 show the frequency or density of data points within predetermined intervals, providing 

information on core tendencies, dispersion, skewness, and probable outliers. Analysts can use these histograms to spot 

patterns and potential abnormalities and make informed judgments about data pretreatment, modelling, or additional 

analysis. Furthermore, histograms allow for comparisons of distinct attributes, which aid in determining their relative value  

or contribution to the total dataset. Overall, using histograms in the visualization process improves data comprehension, 

allowing researchers to extract useful insights and draw meaningful conclusions from continuous attribute data. 

Figure 14 plots the greatest related ongoing feature (ST Slopes) against age to determine the presence of a relationship. No 

matter what age they are, those with a ST inclination of 2 have an increased susceptibility to heart disease. 
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Fig. 14: Representation of the link between the continuous property "ST Slope" and age in terms of the likelihood of heart 

disease. 

Electrocardiogram data most likely serves as the source of "ST Slope," a measure of heart function. The passage implies 

that people with a ST slope of 2 are at a higher risk of heart disease, regardless of age. This correlation emphasizes the 

potential clinical utility of ST slope patterns in detecting cardiac problems. However, the paragraph does not include 

information on the strength of the correlation, any confounding variables, or statistical analytic methodologies used. 

Nonetheless, recognizing such correlations may help clinicians recognize and treat cardiac disease earlier, thereby 

improving patient outcomes. 

4.3 Proposed Methodology 

A) Obtaining Initial Data Sets:

• Data Cleaning and Preprocessing: Remove outliers, use mean or median imputation for   missing values, and manually

validate and repair errors to ensure accuracy.

• Obtain the initial data sets (Xtrain and Ytrain), with Xtrain consisting of features and Ytrain including target labels.

• Divide the training set into five folds (Fold1-Fold5) for cross-validation.

B) Learning and Generating New Data Sets (Base Models):

• Choose three basic classifiers for the foundation layer: Random Forest (RF), Support Vector Classifier (SVC), and K-

Nearest Neighbors (KNC).

• Use five-fold cross-validation to train each base classifier with training data. This technique entails dividing the data into

five subsets, training the classifier on four of them, and then testing its performance on the remaining subset five times.

• Generate fresh data sets (Xtrain2 and Xtest2) for the second layer based on base classifier predictions

• Train all base classifiers on the training set, and then use them to predict class labels for both training and test data.

• Combine predicted class labels from base classifiers to create Xtrain2 and Xtest2 feature sets, with each column

representing the expected class label.

C) Forecasting on Test Data (Base Models):

• Use trained base classifiers (RF, SVC, and KNC) to predict class labels for the test data set (Xtest).

• Create a new feature set Xtest2 by integrating predicted class labels from each base classifier, resulting in a matrix with

three columns for RF, SVC, and KNC.
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D) Training and Cross-Validating Secondary Layer Model (Meta Model):

• The Meta model chooses logistic regression as its secondary layer classifier.

• Train the Logistic Regression classifier using the new training set (Xtrain2) made up of base classifier predictions and

true labels (Ytrain).

• Use cross-validation on the training set to assess the performance of the logistic regression classifier and adjust its

parameters as needed.

• After training and validation, the logistic regression model predicts the new test set (Xtest2) using the predictions of the

base classifiers.

E) Overall Evaluation and Conclusion:

• The technology improves predictive accuracy by combining predictions from multiple base classifiers in a two-layer

ensemble.

• Both base and meta classifiers use cross-validation to evaluate performance and optimise hyper parameters, resulting in a

robust and reliable model evaluation

• The methodology seeks to identify diverse patterns in data and make reliable predictions for classification problems by

integrating different classifiers at both layers.

The recommended organization of this research work shown in Fig. 15 is divided into three sections: 

1) Acquisition of data: We procured the CVD dataset via the IEEE Data Port.

2) Data processing: We quantitatively analyzed the heart disease data.

3) Creating a stacking model: To improve heart failure forecasting accuracy, it is necessary to make use of the strengths and

features of each individual base model.

Figure 15: A Model for Stacking Ensembles for Learning 
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V. RESULT AND COMPARISON ANALYSIS

This section presents the findings and analysis of our suggested framework. We assessed the algorithms using several 

performance measures. We conducted a comparative analysis of our model against existing models, evaluating their 

performance using criteria such as accuracy, precision, sensitivity, F1 Score, and AU-ROC. Additionally, the proposed 

framework contrasted with the other methods and models outlined in Section 2. 

5.1 Evaluation metrics 

This section examines performance metrics derived from the Truth table, including true positives (TPs), true negatives 

(TNs), false positives (FPs), and false negatives (FNs).  

Accuracy: It is a commonly employed metric for evaluating the effectiveness of a classifier. We derived the computation 

by determining the proportion of accurately recognized samples, and expressed it in the following manner: 

Accuracy =
FNTNFPTP

TNTP

+++

+

Precision:  It determines the accuracy of the model's positive predictions. 

Precision = 
FPTP

TP

+

Recall: It helps to determine cost associated with false negatives. 

Recall = 
FNTP

TP

+

A classification system's recall refers to its ability to accurately identify and retrieve all of the samples it has categorized. 

 F1- score: It is a metric that quantifies a test's accuracy by measuring its purity. It evaluates both the precision and capacity 

of memory. A score of 1 signifies flawless performance, while a score of 0 signifies complete failure. 

F1-Score =   
callecision

callxecision

RePr

Re)(Pr
*2

+

AU-ROC: The AU-ROC, or the area below the receiver operational characteristic curve, is a popular performance indicator 

that is particularly useful for evaluating categorization issues. Derive the displayed figure by evaluating the true positive 

rate (TPR) and the false positive rate (FPR) at various threshold settings. The AU-ROC is a useful tool for performance 

comparison, as it evaluates performance across a wide range of class variations and error levels. 

5.2 Overall Performance Analysis: 

A. Accuracy Comparison

We generated five foundational models and conducted cross-validation using a 5-fold approach to choose the most superior

ones. The recommended approach for stacking ensembles in logistic regression involves using models with high levels of

accuracy. The comparison of the accuracy of several machine learning methods and their relative accuracy is depicted in

Figure 4.
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Table 4: Comparative analysis of machine learning models and their corresponding accuracies 

The comparison of the proposed framework with several machine learning techniques is depicted in Figure 16. 

Fig.16: Comparison of proposed framework with different ML 

The suggested technique has the best accuracy (0.94) of all the analyzed machine learning models, suggesting greater 

prediction accuracy. Individual models with lesser accuracies include Random Forest (0.90), SVM (0.85), Logistic 

Regression (0.83), KNN (0.84), and Naive Bayes (0.83). This highlights the benefits of the suggested technique, which 

combines the capabilities of numerous models using a complex ensemble strategy, resulting in improved prediction 

performance.  

According to the in-depth study, the proposed approach makes use of the diversity of base models, such as Random Forest, 

SVM, and K-Nearest Neighbors, to capture varied data aspects and create a meta-model that optimally combines their 

predictions. This allows the recommended method to be more accurate than individual models. Overall, the suggested 

methodology emerges as the most successful method for the given job, demonstrating its greater predictive accuracy and 

showing its potential for real-world applications where precise forecasts are critical.  
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B. Comparison of Accuracy, Precision, Recall, and F1- Score

The F1- score as a measure of performance, along with accuracy, precision, and recall is evaluated in Table 5. 

Table5.Comparison of the suggested model and established machine learning techniques 

The comparison of  the proposed framework with the current ML models in terms of accuracy, precision, recall, and F1-

Score is depicted in Figure 17. 

Fig 17: Comparison of the accuracy, precision, recall, and F1-Score of the proposed technique with existing machine 

learning models. 

Among all the analyzed machine learning models, the suggested method has the greatest accuracy (0.94), confirming its 

efficacy in producing accurate predictions. It also achieves excellent accuracy (0.94), which suggests a high percentage of 

accurately detected positive cases and a low false positive rate. The suggested approach's recall (0.93) shows that it can 

catch a significant percentage of real positive situations without missing many. Furthermore, demonstrating the overall 

balance between the two and emphasizing the suggested approach's excellent performance across various assessment 

measures is the F1-score (0.94), which combines accuracy and recall into a single statistic. 
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In comparison to the ensemble techniques and the proposed framework, individual models like Random Forest (accuracy: 

0.90, precision: 0.87, recall: 0.88, F1-score: 0.86) and SVM (accuracy: 0.85, precision: 0.83, recall: 0.88, F1-score: 0.86) 

perform pretty well but fall short. In comparison to the suggested strategy and alternative ensemble approaches, Logistic 

Regression (accuracy: 0.82, precision: 0.83, recall: 0.83, F1-score: 0.83) and Naive Bayes (accuracy: 0.84, precision: 0.85, 

recall: 0.84, F1-score: 0.85) perform worse on all measures. 

The thorough study demonstrates how much better the suggested strategy is in terms of memory, F1-score, precision, and 

prediction accuracy. The suggested framework is a strong and dependable option for the job at hand, as it effectively 

captures both real positive situations and minimizes false positives by using a variety of models and an optimized ensemble 

method. 

C. Precision-Recall Curve Comparison

The Precision-Recall curve and the Area Under the Curve (AUC) statistic provide useful information about how well

classification models perform, especially when working with unbalanced datasets or where the goal is to maximize true

positives while reducing false positives. Fig.18 displays the curve of precision-recall for the classifiers used to predict heart

disease.

Fig. 18: Curve of precision-recall for the classifiers used to predict heart disease. 

The suggested framework performs very well in accurately identifying positive instances (precision) while retaining a high 

recall (ability to catch actual positive cases), as seen by its high precision-recall AUC of 0.95. This shows that the suggested 

framework successfully minimizes false positives while maximizing the identification of real positives by striking a 

compromise between accuracy and recall. A high AUC score demonstrates strong overall model performance, 

demonstrating the framework's ability to predict positive instances across various decision thresholds. 

In contrast, Random Forest, SVM, Naive Bayes, Logistic Regression, and KNN also demonstrate robust Precision-Recall 

AUC values of 0.91, 0.83, 0.84, and 0.87, 0.88. These models perform commendably in properly recognizing positive 

situations and maintaining a high recall rate, but they are somewhat worse than the suggested framework. The AUC results 

show that these models successfully balance recall and accuracy, but somewhat less so than the suggested method. 

A close study reveals that the suggested strategy does better than single techniques such as Random Forest, SVM, Naive 

Bayes, Logistic Regression, and KNN with respect to precision-recall AUC. This suggests that the suggested framework's 

ensemble method leverages the strengths of multiple models, enhancing performance in accurately identifying positive 

situations while minimizing false positives. 
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E. Comparative analysis with the existing body of literature

Fig. 19 presents a comparison of the accuracy of the recommended technique with the existing body of literature.

Fig. 19: Comparison of accuracy of proposed approach with existing literature 

The suggested method's remarkable 94% accuracy shows that it constitutes a major advancement in machine learning 

research. This outperforms current methods documented in the literature, which typically achieve accuracy between 80% 

and 92%. The suggested method establishes a new benchmark for excellence in the industry and exhibits unmatched 

predictive ability by using a complex ensemble of machine learning algorithms. 

VI. CONCLUSION AND FUTURE WORK

As a result, this research shows that the suggested strategy outperforms current machine learning techniques in terms of 

precision, recall, F1-score, precision-recall AUC, and prediction accuracy. The suggested framework performs very well at 

correctly recognizing affirmative instances while retaining a high recall rate. It achieves 94% accuracy and a precision recall 

AUC of 0.95.The ensemble technique, which integrates multiple models to enhance prediction capabilities, is responsible 

for this approach's efficacy. 

In the context of recent pandemics such as COVID-19, nations such as India, where the population is rapidly expanding and 

healthcare resources are limited, are in dire need of improved healthcare solutions. The proposed strategy has the potential 

to fulfill this requirement and make a significant contribution to the healthcare industry by facilitating the early 

identification of conditions such as heart failure. 

Future studies might focus on examining how well our method scales and applies to larger datasets using deep learning 

principles. This could increase the framework's efficacy even more and broaden its range of practical applications. 
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