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Abstract 

Web mining is resulted in millions of documents 

against a search query.  Users cannot get intended 

results easily. To overcome these problem 

recommender systems came into existence. Theyhave 

become popular as they can provide the users with 

intended search results instead of returning huge 

number of documents. We believe that even the 

recommendations provided by such recommender 

frameworks can be improved further. Generally the 

results are presented based on certain ranking 

mechanism. In this paper we present “Rank 

Improvement” algorithm that will re-rank the results 

by classifying them into relevant groups. We built a 

prototype application that demonstrates the re-

ranking process and search results optimization. The 

empirical results revealed that the proposed 

algorithm is effective and can be used in tandem with 

recommender systems in the real world.  

 

Index Terms –Recommendations, recommender 

systems, ranking, re-ranking 

 

I.INTRODUCTION: 

World Wide Web (WWW) has become resource rich 

with multimedia content. Mining such content over 

Internet is known as web mining which applies 

various data mining techniques. Clustering is one of 

the data mining techniques that can group related 

objects so as to help making decisions. The web 

mining process can discover underlying patterns in 

web documents. These patterns result in business 

intelligence and help in taking well informed decision 

making. Thus the WWW has become a goldmine for 

the researchers. Many recommendation systems came 

into existence that use some sort of mining and also 

ranking. The ranking models are required to present 

results in more meaningful way. This is because the 

information retrieval systems return huge number of 

documents and finding the intended documents is 

time consuming and user needs to browse for related 

results. To overcome this problem many ranking 

models came into existence. These are basically 

machine learning algorithms used for ranking. They 

include SVM [1], [2], RankNet [3], RankBoost [4], 

LambdaRank [5] and ListNet [6]. The ranking 

algorithms improve the performance of the 

recommender systems over WWW.  

 

The WWW has volumes of information that can help 

users to get required information 

throughrecommender systems and the results are 

presented through ranking. There are many search 

engines exist. They include Yahoo, Google, Bing, 

Ask and so on. It is said that search engines return 

huge number of documents. Out of them users only 

view first two pages only [7], [8]. It does mean that 

user is not willingto view all pages. He wants 

intended results in the first or second page of the 

search results. For this reason all search engines use 

certain mechanisms for ranking the search results. 

For instance, they use page ranking algorithm to 

present results in such a way that the most important 

documents appear in first and second pages. All these 

things come under web mining discipline. The web 

mining can be categorized into three types. They are 

web usage mining, web content mining and web 

structure mining[9]. Web content mining does mining 

on the content of web documents. The web structure 

mining focuses on the structural summary of web 

pages and web sites. Web usage mining on the other 

hand focuses on discoveringnavigational patterns of 

end users.  

 

In this paper we continue our prior work that focused 

on giving recommendations through mining web 

graphs. The results of that framework are used as 

input to the proposed algorithm in this paper. Then 

the results (which are already ranked) are processed 

further for re-ranking. We built a prototype 

application that demonstrates the re-ranking process 

and search results optimization. The empirical results 

revealed that the proposed algorithm is effective and 
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can be used in tandem with recommender systems in 

the real world. The remainder of the paper is 

structured as follows. Section II reviews relevant 

literature. Section III provides information about the 

proposed algorithm. Section IV presents 

experimental results while section V concludes the 

paper.  

 

II.RELATED WORK: 

Web mining has been around for many years as 

researchers can discover knowledge from the huge 

volumes of data present in WWW. The information 

retrieval is done most of the time using search 

engines like Google, Bing, Yahoo, Ask and so on. 

The web crawlers can provide required information. 

However, the search results are very huge and users 

are not interested to view results which are not 

relevant. Instead they are interested to view few 

pages results that are presented as per ranking. The 

results in first few pages are expected to beintended 

results. Generally page ranking algorithm [10], [11] 

is used by search engines to improve search results. 

In other words, the search engines present results 

based on the ranking associated with the web pages 

being returned as part of query processing. Search 

engines maintain log of user searches that include 

user id, query issued by the user the results returned 

and the URLs clicked by user, rank associated, time 

at which the query was submitted. These query logs 

are widely used for research in order to unearth 

hidden patterns [12], [13], [14], [10]. The information 

which is in the form of query logs is used in many 

real time applications. Search engines and researchers 

use this information to learn about process of search 

and also improving search results [10], [11]. For 

automatically improvingquality ofsearch results an 

approach is presented in [13]. Extraction of relation 

between query logs and the user submitted queries is 

done in an accommodation system [14].  

 

Of late, many recommendation systems came into 

existence [15], [16], [17], [18]. In our previous work 

we also proposed a recommender framework which 

is as shown in fig. 1. 

 

 

Fig. 1 –Recommender system presented in our 

previous work [19] 

As can be seen in fig. 1, the framework for 

recommendations takes dataset as input and creates 

web graphs that represent documents over WWW. 

Then it performs query suggestion and image 

commendation based on the heat diffusion process. 

Finally the results are ranking and improved results 

are presented. In this paper, we further improve the 

framework with re-ranking process. This will result 

in more optimized search results that can help users 

to get more optimal results straight away in first two 

pages. For query suggestion AOL quick through 

dataset is taken while Flikr dataset is used for image 

recommendations.  

 

III.PROPOSED FRAMEWORK and 

ALGORITHM: 

In this paper we improve our framework presented in 

fig. 1 further to support re-ranking of results. We 

focused on re-ranking of ranked results of the 

recommender system proposed by us earlier. After 

re-ranking more optimized results are presented to 

user thus improving user satisfaction further.  

 

 

Fig. 2 –Illustrates Search Results Improvement 

through re-ranking  

 

As can be seen in fig. 2, the recommender system has 

been improved with re-ranking process. More details 

about the recommender system with ranking 

algorithm for query suggestions and image 

recommendations as shown in fig. 1 can be found in 

[19]. The ranking results are presented to re-ranking 

algorithm known as “Rank Improvement”.  The 

algorithm is presented in fig. 3. 
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Fig. 3 – Rank improvement algorithm 

As can be seen in fig. 3 the algorithm takes a set of 

queries and corresponding ranked results as input and 

generates re-ranked results. The results thus can be 

found more optimal and user satisfaction increases.  
 

IV.EXPERIMENTAL RESULTS: 

Web built a prototype web application to demonstrate 

the proof of concept. In fact we improved our 

previous work [19] in order to re-rank results based 

on the algorithm presented in fig. 3. The environment 

used to build application is Java platform, a PC with 

4 GB RAM, Core 2 Dual processor running in 

Windows 7 operating system. The IDE used to build 

the application is NetBeans. We evaluated the results 

through feedback system. We have taken feedback 

from 1000 end users. They used the proposed 

application and provided feedback with respect to 

their feedback. The average satisfaction level of users 

of both ranking and re-ranking is computed and the 

results are presented in fig. 4.  

 

 

Fig. 4 –User satisfaction with two recommender 

systems 

 

The recommender system which is based on mining 

web graphs and its improved form with re-ranking 

were evaluated through feedback given by 1000 

users. As can be seen in fig. 4, the 70% satisfaction is 

expressed by users with prior system which presents 

recommendations with ranking. Around 90% 

satisfaction is expressed by users with improved form 

of recommendations with re-ranking algorithm. This 

shows that the algorithm proposed in this paper is 

able to improve the user satisfaction level further.  

 

V.CONCLUSION: 

Web mining returns useful information based on the 

prior actions of users. Thus recommendation systems 

came into existence to help users get compact results 

for decision making. However, the search results can 

be improved further so as to help the user to grasp the 

results with ease. Though the results of web mining 

througha recommender system are ranked already, 

they can be re-ranking for improving search results. 

In this paper we implemented an algorithm to 

improve the search results by re-ranking the results. 

We also built a prototype web application for testing 

the efficiency of the proposed algorithm. The 

empirical results are encouraging and the algorithm 

can be used in real world recommender systems for 

improving search results.  
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