
 
Figure 1.  Proposed high performance low power equipped 

multiplier 
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Abstract—This paper presents the design exploration of a 

spurious-power suppression technique (SPST) which can 

dramatically reduce the power dissipation of combinational VLSI 

designs for multimedia/DSP purposes. The proposed SPST 

separates the target designs into two parts, i.e., the most 

significant part and least significant part (MSP and LSP), and 

turns off the MSP when it does not affect the computation results 

to save power. 

 There are different entities that one would like to optimize when 

designing a VLSI circuit. These entities can  often not be 

optimized simultaneously, only improve one entity at the expense 

of one or more others The design of an efficient integrated circuit 

in terms of power, area, and speed simultaneously, has become a 

very challenging problem. Power dissipation is recognized as a 

critical parameter in modern the objective of a good multiplier is 

to provide a physically compact, good speed and low power 

consuming chip. To save significant power consumption of a 

VLSI design, it is a good direction to reduce its dynamic power 

that is the major part of total power dissipation. In this paper, we 

propose a high speed low-power multiplier adopting the new 

SPST implementing approach. This multiplier is designed by 

equipping the Spurious Power Suppression Technique (SPST) on 

a modified Booth encoder which is controlled by a detection unit 

using an AND gate. The modified booth encoder will reduce the 

number of partial products generated by a factor of 2. The SPST 

adder will avoid the unwanted addition and thus minimize the 

switching power dissipation.  

In this project we used Modelsim for logical verification, and 

further synthesizing it on Xilinx-ISE tool using target technology. 

Keywords-Booth encoder; low power; spurious power 

suppression technique(SPST); SPST-Adder. 

I.  INTRODUCTION 

Power dissipation is recognized as a critical parameter in 
modern VLSI design field. To satisfy MOORE’S law and to 
produce consumer electronics goods with more backup and less 
weight, low power VLSI design is necessary. 

Fast multipliers are essential parts of digital signal 
processing systems. The speed of multiply operation is of great 
importance in digital signal processing as well as in the general 
purpose processors today, especially since the media 
processing took off. In the past multiplication was generally 
implemented via a sequence of addition, Subtraction, and shift 
operations. Multiplication can be considered as a series of 
repeated additions. The number to be added is the multiplicand, 

the number of times that it is added is the multiplier, and the 
result is the product. Each step of addition generates a partial 
product. In most computers, the operand usually contains the 
same number of bits. When the operands are interpreted as 
integers, the product is generally twice the length of operands 
in order to preserve the information content. This repeated 
addition method that is suggested by the arithmetic definition is 
slow that it is almost always replaced by an algorithm that 
makes use of positional representation. It is possible to 
decompose multipliers into two parts. The first part is 
dedicated to the generation of partial products, and the second 
one collects and adds them. 

II. PROPOSED LOW-POWER MULTIPLIER 

The proposed SPST-equipped multiplier is illustrated in 
fig-1. 

III. PARTIAL PRODUCT GENERATION 

A. Modified Booth Encoder 

In order to achieve high-speed multiplication, 
multiplication algorithms using parallel counters, such as the 
modified Booth algorithm has been proposed, and some 
multipliers based on the algorithms have been implemented for 
practical use. This type of multiplier operates much faster than 
an array multiplier for longer operands because its computation 
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Figure 2.  Grouping of bits from the multiplier term 

 
Table-1 

 
Figure 3.  Illustration of multiplication using modified Booth encoding. 

 
Figure 4.  Booth partial product selector logic. 

 

 

time is proportional to the logarithm of the word length of 
operands. 

B. Modified Booth's algorithm 

 Insert 0 on the right side of LSB of multiplier. 

 Divide the multiplier into overlapping groups of 3-bits. 

 If the number of multiplier bits is odd, add an extra 1 
bit on left side of MSB. 

 Determine partial product scale factor from modified 
booth encoding table. 

 Compute the Multiplicand Multiples 

 Sum Partial Products. 

 When new partial product is generated, each partial 
product is added 2 bit left shifting in regular sequence. 

Booth multiplication is a technique that allows for smaller, 
faster multiplication circuits, by recoding the numbers that are 
multiplied. It is possible to reduce the number of partial 
products by half, by using the technique of modified Booth 
recoding algorithm. The basic idea is that, instead of shifting 
and adding for every column of the multiplier term and 
multiplying by 1 or 0, we only take every second column, and 
multiply by ±1, ±2, or 0, to obtain the same results. The 
advantage of this method is the halving of the number of partial 
products. To recode the multiplier term, we consider the bits in 
blocks of three, such that each block overlaps the previous 
block by one bit. Grouping starts from the LSB, and the first 
block only uses two bits of the multiplier. Fig-2 shows the 
grouping of bits from the multiplier term for use in modified 
booth encoding. 

The encoding of the multiplier Y, using the modified booth 

algorithm, generates the following five signed digits, -2, -1, 0, 
+1, +2. Each encoded digit in the multiplier performs a certain 
operation on the multiplicand, X, as illustrated in Table-1. 

    Fig-3 shows a computing example of Booth, multiplying 

two numbers, “2AC9” and “006A”. The shadow denotes that 

the numbers in this part of Booth multiplication are all zero so 

that this part of the computations can be neglected. Saving 

those computations can significantly reduce the power 

consumption caused by the transient signals. 

According to the analysis of the multiplication shown in 
fig-3, we propose the SPST-equipped modified-Booth encoder, 
which is controlled by a detection unit. The detection unit has 
one of the two operands as its input to decide whether the 
Booth encoder calculates redundant computations. 

From one of the two operands, e.g., the operand A, the 
partial product (PP) candidate generator generates five 
candidates of the partial products, i.e., -2A, -A, 0, A, 2A, which 
are then selected according to the Booth encoding results of the 
other operand, i.e., the operand B. Meanwhile, the detection 
unit has the second one of the two operands, i.e., the operand B 
in this case, as its input to decide whether the Booth encoder 
includes redundant computations. As shown in Fig-5, the 
latches can, respectively, freeze the inputs of MUX-4 to MUX-
7 or only those of MUX-6 to MUX-7 when the PP4 to PP7 or 
only the PP6 to PP7 are zeros to reduce the transition power 
dissipation. Such cases occur frequently in wireless 
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Figure 5.  SPST equipped modified Booth encoder 

 

 

 

 
Figure 6.  Spurious transitions in the multimedia/DSP computations 

 

 

 

 
Figure 7.  Low power adder/subtractor adopting the SPST 

 

 

 

 

multimedia-data coding like texture coding, orthogonal 
frequency-division multiplexing, and filter designs. 

Fig-4 shows the booth partial product generation circuit. It 
includes AND/OR/EX-OR logic. 

IV. PROPOSED SPST 

We explore five cases of 16-bit additions as shown in Fig-
6. The cases of exchanging the operands A and B in additions 

lead to the same spurious transitions with those shown in Fig-6. 

Hence, there is probably no other case beyond these five 
based on this design. The first case illustrates a transient state 
in which spurious transitions of carry signals occur in the MSP, 
although the final result of the MSP is unchanged. Meanwhile, 
the second and third cases describe situations involving one 
negative operand adding another positive operand without and 
with carry-in from the LSP, respectively. Moreover, the fourth 
and fifth cases demonstrate the addition of two negative 
operands without and with carry-in from the LSP, respectively. 

In those cases, the results of MSP are predictable; therefore, 
the computations in MSP are useless and can be neglected. 

Eliminating those spurious computations not only can save the 
power consumption inside the adder/subtractor in the current 
stage but also can decrease the glitching noises which cause 
power wastage inside the arithmetic circuits in the next stage. 
From the analysis of Fig-6, we are motivated to propose the 
SPST that separates the adder/subtractor into two parts and 
then latches the input data of the MSP whenever they do not 
affect the computation results. 

A. SPST equipped Adder/Subtractor 

A 16-bit adder/subtractor design based on the proposed 
SPST is shown in the Fig-7. In this, the 16-bit adder/subtractor 
is divided into MSP and LSP at the place between the 8th bit 
and the 9th bit. The adder subtractor is divided into two parts, 
the most significant part (MSP) and the least significant part 
(LSP). The MSP of the original adder/subtractor is modified to 
include detection logic circuits, data controlling circuits, sign 
extension circuits, logics for calculating carry in and carry out 
signals. Latches implemented by simple AND gates are used to 
control the input data of the MSP. When the MSP is necessary, 
the input data of MSP remain the same as usual, while the MSP 

is negligible, the input data of the MSP become zeros to avoid 
switching power consumption. 

To know whether the MSP affects the computation results 
or not, we need a detection logic unit to detect the effective 
ranges of the inputs. The Boolean logical equations shown 
below express the behavioral principles of the detection logic 
unit in the MSP circuits of the SPST-based adder/subtractor: 

 

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 1, January- 2013

ISSN: 2278-0181

3www.ijert.org

IJ
E
R
T

IJ
E
R
T



 
Figure 8.  Detection logic circuits using an AND gate 

 
Figure 9.  Data-controlling components of the SPST where PS 

denotes pseudo summations as shown in Fig-7. (a) Data-latch 
design. (b) SE circuits. (c) SE circuits designed using OR gates. 

(d) SE circuits designed using CPL 

 

 

where A[m] and B[n] respectively denote the mth bit of the 
operands A and the nth bit of the operand B, and AMSP and 
BMSP respectively denote the MSP parts, i.e. the 9th bit to the 
16th bit, of the operands A and B. When the bits in AMSP 
and/or those in BMSP are all ones, the value of Aand and/or 
that of Band respectively become one, while the bits in AMSP 
and/or those in BMSP are all zeros, the value of Anor, and/or 
that of Bnor respectively turn into one. Being one of the three 
outputs of the detection logic unit, close denotes whether the 
MSP circuits can be neglected or not. When the two input 
operand can be classified into one of the five classes as shown 
in fig-6, the value of close becomes zero, which indicates that 
the MSP circuits can be closed to save power dissipation. This 
design intends to close the MSP circuits by feeding zero inputs 
into them, which may freeze the switching activities in the 
MSP circuits to avoid dynamic power consumption. The ways 
to compensate for the sign bits of the computing results are also 
shown in case 4 in Fig-6. In equation (7) and (8), CLSP 
denotes the carry propagated from the LSP circuits. 

From the derived Boolean equations (1) to (8), the detection 
logic unit of the SPST is designed as shown in fig-8, which can 
determine whether the input data of MSP should be latched or 
not. Moreover, we add three 1-bit to control the assertion of the 
close, sign, and Carr-ctrl signals in order to further decrease the 
glitch signals occurred in the cascaded circuits. 

Based on Figs -7 and 8, the timing issue of the SPST is 
analyzed as follows. 

1) When the detection-logic unit turns off the MSP: At 
this moment, the outputs of the MSP are directly 
compensated by the SE unit; therefore, the time saved 
from skipping the computations in the MSP circuits 
shall cancel out the delay caused by the detection-logic 
unit. 

2) When the detection-logic unit turns on the MSP: The 
MSP circuits must wait for the notification of the 
detection-logic unit to turn on the data latches to let the 
data in. Hence, the delay caused by the detection-logic 
unit will contribute to the delay of the whole 
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Figure 10.  Simulation result of Booth-Encoder 

 
Figure 11.  Simulation result of SPST-equipped Multiplier 

combinational circuitry, i.e., the 16-bit adder/subtractor 
in this design example. 

3) When the detection-logic unit remains its decision: No 
matter whether the last decision is turning on or turning 
off the MSP, the delay of the detection logic is 
negligible because the path of the combinational 
circuitry (i.e., the 16-bit adder/subtractor in this design 
example) remains the same. 

Fig-9 shows the data-controlling components of the SPST, 
where Fig-9(a) shows the design of the data latch. The SE 
circuits can be intuitively implemented by multiplexers to 
compensate for the sign signals of the MSP, as shown in Fig-
9(b). The input data of the SE circuits are pseudo summations 
(PS) from the MSP adder/subtractors. We further have two 
more approaches besides using multiplexers to optimize the SE 
circuits. One approach uses simple OR gates, as shown in Fig-
9(c). The other adopts Complementary Pass-transistor Logics 
(CPLs) as shown in Fig-9(d). Both of these approaches can 
help realize the needed SE circuits. 

V. SIMULATION RESULTS AND DISCUSSIONS 

In this project we are examining the performance of the 
proposed high speed low power multiplier. This multiplier can 
be implemented using Verilog-HDL coding. In order to get the 
power report and delay report we are synthesizing this 
multiplier using Xilinx. Simulation results correspond to the 
multiplier are given in fig-10 and 11. 

VI. CONCLUSION: 

This work presents the designing of a 16x16 multiplier with 
low-power technique called SPST. A Modified Booth Encoder 
circuit is used for this Multiplier architecture. Compared to 
other circuits, the Booth multiplier has the highest operational 
speed and less hardware count.  

The presented low-power technique called SPST and the 
theoretical analysis of the SPST are fully discussed. The 
proposed SPST can obviously decrease the switching (or 
dynamic) power dissipation, which comprises a significant 
portion of the whole power dissipation in integrated circuits. 
And simulation results for Booth Encoder and SPST-adder 
equipped Multiplier are shown. 
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