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1.Abstract:- Road accidents are one of the most imperative factors 

that affect the untimely death among people and economic loss of 

public and private property. Road safety is a term associated with 

the planning and implementing certain strategy to overcome the 

road and traffic accidents. Road accident data analysis is a very 

important means to identify various factors associated with road 

accidents and can help in reducing the accident rate. The 

heterogeneity of road accident data is a big challenge in road 

safety analysis. In this, we are making use of latent class 

clustering (LCC) and k-modes clustering technique on a new 

road accident data. Initially,the LCC and k-modes clustering 

technique are applied on road accident data to form different 

clusters. Frequent Pattern (FP) growth technique is applied on 

the clusters formed and entire dataset (EDS). However, in this 

certain techniques these are well suited to remove heterogeneity 

of road accident data. The generated results for each cluster and 

EDS proves that heterogeneity exists in the entire dataset and 

clustering prior to analysis certainly reduces heterogeneity 

fromthe dataset and provides better solutions. 
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2.INTRODUCTION 

The increasing number of road and traffic accidents is a 

challenging issue to the transportation systems. It not only 

concern with health issues but also associated with economic 

burden on the society. Therefore, it is an important task for the 

safety analysis to carry out a comparative study of road 

accidents to identify the factors that causes an accident to 

happen, so that preventive actions can be taken to overcome 

the accident rate and severity of accidents consequences. 

Therefore, an comparative study of road accident data is 

required to identify the several factors associated with road 

accidents. The main concern with road accident data analysis 

is to identify the most influential factors affecting road 

accident frequency and accident severity. The major problem 

with road accident data analysis is its heterogeneous in nature. 

Heterogeneity in road accident data is highly 

undesirable and unavoidable. The major disadvantage of 

heterogeneity of road accident data is that certain relationships 

may remain hidden such as certain accident factors associated 

with particular vehicle type may not be significant in entire 

data set the enormity of the effect of certain accident related 

factors may be different for various conditions severity levels 

for an accident contributing factors may be different for 

different accident types. In order to get more accurate results 

this heterogeneity of road accident data must be removed to 

deal with this heterogeneous nature of road accident data, 

divide the data into groups based on some exogenous 

attributes e.g. accident location, road condition, cause of 

accident and analyzed every group separately to identify 

several influential factors associated with road accidents in 

each group. However, this method is unrealistic as grouping 

the data based on certain attributes may results in less 

important groups. Some subgroups can have large number of 

samples and some can have very low number of samples and 

thus restricting the application of accident severity models. 

Other choice is to use some approach such as data mining in 

order to remove the heterogeneity of the road accident data. 

Data mining is an evolutionary technique which has been 

used in the field of transportation systems. Transportation 

safety is one of the important areas of transportation systems 

which are actively involved in safety from road and traffic 

accidents on road. Various techniques on this issue have been 

done previously using traditional statistical techniques. 
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However, traditional statistical techniques have their own 

assumptions regarding dependent and independent data 

attributes. Any wrong selection of these attributes can lead to 

incorrect outcomes. Data mining techniques include clustering, 

classification, association rule mining and detection. 

Clustering techniques such as k-means clustering, k-modes 

clustering and hierarchical clustering are very popular 

algorithms in several domains. 

 In road accident data analysis, it is suggested that prior 

segmentation is very much useful in getting good results. 

However these factors can segment the data into workable 

groups but this cannot be guaranteed that the subgroups will 

comprise of homogeneous group of accidents.  

2.1 METHODOLOGY 

In this methodology,it explains the k-modes and latent 

class clustering technique for cluster analysis. Further, 

various cluster selection criteria are discussed followed by 

association rule mining technique using FP-growth 

algorithm. 

K-Modes clustering approach is an enhanced version of 

traditional k-means algorithm with an  amendment of 

distance measure, iteration process and cluster center 

representation. k-Mode clustering is mainly proposed to 

analyze categorical dataset. The k-modes algorithm uses a 

simple matching similarity measure criterion for clustering of 

categorical data. Let A and B be two qualitative data objects 

categorized by x categorical attributes. The simple similarity 

matching criterion between A and B is the number of matching 

attribute values of the two data objects. The greater the number 

of matches is, more the similarity of two objects. Unlike 

k-means algorithm, k-modes algorithm uses modes instead of 

means for clustering purpose. The k-mode algorithm is quite 

efficient in handling large categorical data. 

2.2 Latent class clustering 

LCC technique is a cluster analysis techniques widely 

used technique for the segmentation of road accident data.LCC 

is a probability based cluster analysis technique. The objects in 

each cluster  formed by LCC are assigned to that cluster based 

on probability measures with maximum likelihood  technique. 

LCC is different from other clustering techniques as it is 

available to be used with any type of data  variables such as 

qualitative, quantitative or mixtures of each. LCC does not 

require any prior standardization that affects the results. 

Several statistical criteria such as Akaike Information Criteria 

(AIC), Bayesian Information Criteria (BIC) and Consistent 

AIC (CAIC) are available to be used with LCC. 

 

2.3 Number of cluster selection 

Cluster analysis is a process of segmenting the data set 

into homogeneous groups of clusters. The primary 

requirements for any cluster analysis task to find the number of 

clusters to form. Various approaches are exists in literature to 

identify the number of clusters. 

 

2.4 FP growth technique 

Association rule mining is a popular data mining 

technique.The major problem with Apriori algorithm is that it 

uses candidate item set generation and then tests whether these 

item sets are frequent or not. Apriori algorithm is 

computationally expensive as it requires multiple database 

scans in order to generate candidate sets. The another 

association rule mining technique is FP-growth algorithm. The 

difference between FP growth and Apriori is that it is 

computationally faster than Apriori as it does not require 

candidate generation. FP growth algorithm uses a special data 

structure known as FP tree, which preserve the itemset 

association information.Like, support, confidence and lift 

interesting measures to extract strong rules from data set.  

2.5 Data set 

  Data set is a collection of data most commonly a data set 

corresponds to the contents of a single database table or a 

single statically data matrices, where ever column of the table 
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represents a practical variable and each row corresponds to a 

given number of data sets in questions. The data set lists values 

for each of the variables should as the height and weight of  

the object for each number of  the data sets each value is 

known as a datum. 

 

3. CLUSTER ANALYSIS AND RULE MINING 

3.1 Cluster analysis 

The primary task of cluster analysis is to determine the 

number of cluster that can be formed  in the dataset.  

These k-modes and LCC have been used to form 

homogeneous segments from the road accident data. 

The clusters identified and their size is executed. We 

formed all four clusters using both   LCC and k-modes 

clustering algorithm. The number of data instances assigned to 

their respective clusters was different for LCC and k-modes. 

The cluster 1 consists of two wheeler accidents that were 

happened at intersection on both highway and local roads.  

 

3.2 Rule mining 

Association rule mining is a popular technique that is 

used to identify the correlation between values of different 

attributes for a data set. FP growth algorithm is an association 

rule mining  technique which is computationally efficient 

than Apriori algorithm. 

The rules generated of each cluster and EDS using FP 

growth algorithm were analyzed and it was found the 

methods for clusters obtained from LCC and k-modes was 

though similar with  different interest values. 

4.CONCLUSION AND FUTURE WORK 

 

4.1 CONCLUSION 

  These methods used to classify the road accidents 

based on the severity of accidents using the clustering 

techniques. The information criteria and gap statistic are used 

to identify the number of clusters to be made. Based on the 

results obtained from cluster selection criteria four clusters 

C1–C4 were identified by k-modes and LCC. The clusters 

identified by these techniques have different number of road 

accidents in each cluster. Further, FP growth technique is 

applied to each cluster and EDS to generate association rules 

which can define the correlation between the values of 

different attributes in the data. There is no major difference 

found in the association rules generated by FP growth 

algorithm except that the rules have different confidence and 

lift value for the clusters formed by k-modes and LCC. 

4.2 FUTURE WORK 

          By means of this technique we provided a 

conclusion that k-modes are better than LCC on categorical 

data, we do not found any differences that shows that k-modes 

are better than LCC especially in road accident data except 

computational speed. There is no doubt that the cluster 

analysis technique performs well in reducing the heterogeneity 

of road accident data. So this type of analysis can be very 

useful to overcome the accident rates in various places at the 

same time. It acts as an effective means to make the preventive 

measures for the road safety and to save human lives. This 

kind of research is conducted to improve the safety and 

security of  humans. There exists a good trade-off  between 

the security and efficiency. Further research could be 

conducted in this domain to make this system more efficient. 

However,we cannot call a system that can be 100 percent 

secure . 
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