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ABSTRACT 

Mobile Edge Computing (MEC) 
combined with Unmanned Aerial 
Vehicles (UAVs) has emerged as a 
promising paradigm to enhance the 
capabilities of wireless networks by 
providing computation & storage 
resources at the edge. Task offloading, 
the process of allocating computing tasks 
to appropriate resources, plays a critical 
role in optimizing the performance of 
MEC systems. In multi-UAV scenarios, 
where multiple UAVs are deployed to 
support computing tasks, task offloading 
becomes more challenging due to the 
dynamic and distributed nature of the 
system. we propose a deep learning 
approach for task offloading in multi-
UAV aided Mobile Edge Computing. We 
leverage the power of deep learning 
techniques, such as convolutional neural 
networks (CNNs) & recurrent neural 
networks (RNNs), to learn efficient task 
offloading decisions based on various 
context parameters, including UAV 
position, network conditions, and 
computational resources. We present a 
comprehensive review of existing deep 
learning-basedtask offloading 
approaches and evaluate their 
performance through simulations and 
experiments. The results demonstrate that 
our proposed deep learning approach out 
performs traditional methods, achieving 

better resource utilization and reduced 
latency in multi-UAV MEC scenarios. 
The research contributes to the 
optimization of task offloading decisions 
in dynamic and resource-constrained 
environments, enabling efficient 
utilization of UAVs in Mobile Edge 
Computing systems. 

Keywords: Deep learning, deep 
reinforcement learning, Internet of 
Things, mobile edge computing, task 
offloading. 

1. INTRODUCTION: 

Computation offloading has proven to be 
an effective method for facilitating 
resource intensive tasks on IoT mobile 
edge nodes with limited processing 
capabilities. Additionally, in the context 
of Mobile Edge Computing (MEC) 
systems, edge nodes can offload its 
computation intensive tasks to a suitable 
edge server. Hence, they can reduce 
energy cost and speed up processing. 
Despite the numerous accomplished 
efforts in task offloading problems on the 
Internet of Things (IoT), this problem 
remains a research gap mainly because of 
its NP hardness in addition to the 
unrealistic assumptions in many 
proposed solutions. In order to accurately 
extract information from raw sensor data 
from IoT devices deployed in 
complicated contexts, Deep Learning 
(DL) is a potential method. Therefore, 
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here is an approach based on Deep 
Reinforcement Learning (DRL) will be 
presented to optimize the offloading 
process for IoT in MEC environments. 
This approach can achieve the optimal 
offloading decision. A Markov Decision 
Problem (MDP) is used to formulate the 
offloading problem. Delay time & 
consumed energy are the main 
optimization targets in this work. The 
proposed approach has been verified 
using extensive simulations. Simulation 
results demonstrate that the proposed 
model can effectively improve the MEC 
system latency, energy consumption, & 
significantly outperforms the Deep Q 
Networks (DQNs) and Actor Critic (AC) 
approaches. The 5G era networks has 
been realized based on networking 
technologies, innovations, and the new 
computing & communication paradigms. 
Mobile Edge Computing (MEC) is one of 
the key technologies for computation 
distribution that boosts the performance 
of 5G cellular networks. The main role of 
MEC is the minimization of 
communication latency between the user 
and the server. This behaviour has a great 
importance for Internet of Things (IoT) 
environments. IoT has become an 
important area of research due to its rapid 
use in our daily lives and in industry. 
Therefore, it faces numerous challenges, 
including latency reduction, storage 
management, energy consumption, task 
offloading, etc. Increasing the number of 
end devices in IoT environments leads to 
a corresponding increase in the number of 
possible actions. Consequently, it is 
crucial to enhance the availability and the 

terminal-to-terminal delay. By offloading 
IoT tasks to resource-rich terminals in 
cooperative edge servers or clouds, 
mobile end devices can release intensive 
computation and storage. The end-to-end 
performance of IoT applications is 
nevertheless significantly impacted by 
the various service architectures and 
offloading techniques. Indeed, computing 
needs have a greater impact on the 
performance of IoT applications as 
compared with connectivity 
requirements. However, communication 
bandwidth represents the most important 
resource as the system expands to support 
more IoT devices. As a result, it becomes 
the primary component that directly 
affects performance as a whole. Building 
an orchestral IoT architecture is thus a 
must to include optimum solutions under 
various limitations for the best offloading 
location. Even though MEC has several 
benefits, it is still constrained by the 
positions of fixed towers. Consequently, 
it is difficult to deploy MEC servers at 
any time or location. Furthermore, there 
is a good chance that natural disasters 
could occasionally destroy the 
infrastructure. Additionally, mounting 
infrastructure in remote locations such as 
hotspots & mountains is nearly 
challenging. The IoT nodes are unable to 
completely service their users in the 
aforementioned conditions. Unmanned 
Aerial Vehicles (UAVs) with MEC 
servers installed on board can be used to 
support MEC systems by taking 
advantage of their flexibility and ease of 
deployment. This support is necessary for 
tasks that mobile users in hotspot 
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locations or in emergent scenarios have 
been temporarily offloaded. In order to 
provide computing servers for mobile 
user’s terminals in adaptable positions, 
UAV aided MEC is introduced. By 
adding additional compute resources to 
MEC servers, UAV-aided MEC speeds 
up calculations and increases the 
operating lifetime of mobile devices. 
Deep Learning (DL) has been widely 
used to learn and optimize a variety of 
issues for UAV aided MEC. Meanwhile, 
labelling the training data requires a 
significant amount of human effort. By 
engaging with MEC surroundings, 
Reinforcement Learning (RL) can learn 
and improve UAV-assisted MEC without 
training data. Therefore, to reduce overall 
energy consumption, Deep 
Reinforcement Learning (DRL) 
approaches can be used to provide 
effective task offloading, resource 
allocation, and UAV control. DRL uses 
RL and Deep Neural Networks (DNNs) 
for collecting the complicated states of 
MEC with UAV assistance. When 
developing distributed decision-making 
solutions for wireless task offloading 
problems, conventional approaches such 
as convex optimization and mixed integer 
programming are not always appropriate. 
This concept aims to develop a DRL 
model to solve task offloading MEC 
systems. The proposed approach avoids 
unrealistic assumptions such as ignoring 
user’s device mobility. Hence, the 
transmitting channel noise is taken into 
consideration in addition to the 
coordination of mobile users and UAVs. 
This model seeks to maximize the 

stability of the entire system while 
minimizing the time and energy it uses. 
Maximizing stability means balancing the 
computation power of the system 
workload, extending operation time, and 
maximizing the total number of 
completed tasks. 

 

FIGURE-1 MEC and its role in 5G 
Implementation 

Abbreviations and Acronyms 

MEC: Mobile Edge Computing 
UAV: Unmanned Aerial Vehicles 
DL: Deep Learning 
RL: Reinforcement Learning 
DQNs: Deep Q Networks 
AC: Actor Critic 
MDP: Markov Decision Problem 
DRL: Deep Reinforcement Learning 
IoT: Internet of Things 
DNNs: Deep Neural Networks 

II. LITERATURE SURVEY 

DRL approaches can autonomously 
extract features while minimizing human 
effort and domain expertise required to 
collect distinguishing characteristics. 
Hence, they play a key role against the 
heterogeneity of edge computing 
environments. Therefore, DRL models 
can efficiently optimize the task 
offloading strategy and determines 
offloading policies. Additionally, online 
heavy computation iterations can be 
avoided by offline training. Many 
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research efforts have been conducted in 
this direction. For cooperative UAV-
enabled MEC networks, the study in 
presents a cooperative offloading strategy 
based on UAV-to-device interference 
mitigation. DRL-based optimization is 
investigated to obtain the optimal 
offloading decisions and resource 
management policies in order to 
maximize the long-term system utility. 
Here, the system utility of the DRL-based 
model is better than related solutions that 
use non-cooperative UAV edge 
computing methods. Meanwhile, the 
study in introduces the multi-objective 
ant colony optimization approach based 
on RL. It has been proposed for accurate 
resource allocation among end-users 
depending on the cost of creating Q-
tables and optimal allocation in MEC. 
Additionally, fast responsive task 
offloading based on Meta  Reinforcement 
Learning (MRL) is introduced in to 
overcome the low sample efficiency of 
the original RL-based algorithm. MRL 
enables learning and updating policies 
according to new environments. 
Additionally, it enables the user’s 
equipment to run the training process by 
using its own data with little computing 
resources. Mobile applications are 
modelled as directed acyclic graphs and 
the dynamic offloading process are 
modelled as multiple MDPs. Moreover, 
the study in presents the task offloading 
problem in satellite-terrestrial edge 
computing networks, where tasks can be 
offloaded to the visible urban terrestrial 
cloud via satellite link. DRL-based task 
offloading is used to accelerate the 

learning process by dynamically 
adjusting the number of candidate 
locations and the size of action space. The 
offloading problem is modelled as a 
mixed-integer programming problem 
where the offloading location & 
bandwidth allocation depend only on the 
current channel state. Furthermore, a 
reinforcement learning approach is 
presented in for computational offloading 
of energy harvesting for IoT devices. This 
approach uses DRL algorithm with a 
transfer learning strategy to compress the 

state space dimensions, accelerate the 
learning rate, and enhance the offloading 
system performance and system utility. A 
distributed offloading approach called 
best response based offloading algorithm 
has been introduced using game theory. 
In this approach, users’ devices work 
together to reduce energy cost and latency 
cost. Moreover, the authors in investigate 
UAV-assisted MEC system. In this 
system, the UAV provides a 
complementary computation resource to 
the terrestrial MEC system. UAV tries to 
maximize the expected long-term 
computation performance. The study 
investigates a proactive model based on 
DRL techniques. MEC system is 
established for offline training of the 
proactive DRL model. Furthermore, 
DDPG based computation offloading 
algorithm has been introduced in to find 
the best offloading policy in a dynamic 
environment for UAV assisted MEC. 
Also, it can enable a continuous action 
space offloading decision and UAV 
mobility but with only one UAV server 
and one offloading layer. Hence, in this 
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work, DDPG algorithm is investigated for 
more complex and heterogeneous 
environment with more than one 
offloading layer 

Abbreviations and Acronyms: 

MEC: Meta-Reinforcement Learning 

UAV: Unmanned Aerial Vehicle 
DRL: Deep Reinforcement Learning 

DDPG: Deep Deterministic Policy 
Gradient  
RL: Reinforcement Learning 

III. METHODLOGY 

1) MEC SYSTEM ARCHITECTURE: 
The proposed offloading system 
architecture which is composed of N 
end-user devices, M edge servers, K 
UAVs, one cloud server, and a Central 
Offloading Controller (COC). The 
COC is deployed in MEC layer hence, 
it can be a master MEC server with 
special and higher efficiency storage 
and computing resources. This COC is 
a DDPG-based task offloading agent 
that is mainly responsible for 
responding to task computing requests 
of the end user’s devices. Agent 
application can get environment 
information through monitoring 
devices. These devices are deployed on 
the user’s device, MEC, and UAV. 
Furthermore, COC works as an 
orchestrator that manipulates numerous 
user offloading requests and collects 
information to select the optimal 
computing terminal. A task offloading 
environment based on DDPG is 
distributed and linked to the four-tier 
hierarchy, which includes IoT device 
layer, UAV server layer, MEC server 

layer, and cloud server layer. The 
following subsections describe the 
main characteristics of each layer:  

FIGURE 2: MEC System Architecture 

a) IoTLayer: A network of 
interconnected IoT devices is present at 
this layer. Through wireless access 
points, each device can link to UAV, 
MEC, and cloud servers. The IoT user 
must make dynamic task offloading 
decisions for each cycle of offloading 
based on QoS requirements and the state 
of the network (transmission bandwidth, 
task size, available resources, etc.).  

b) UAVLayer: This layer contains 
lightweight MEC servers on UAVs, 
which can provide high mobility and 
flexible deployment. Hence, the 
processing delay can be reduced since 
this layer can offer computing support for 
jobs that mobile users offload in locations 
with temporary hotspots. For instance, 
sports stadiums or communities that have 
been devastated by natural disasters 

c) MEC Layer: MEC servers for real-
time task processing are present in this 
layer. They can offer lower latency 
computation services at the edge of the 
network. MEC servers may send 
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complicated computational jobs to 
resource-rich cloud servers. In order to 
guarantee the security of offloading 
operations, MEC servers provide 
dependable communication with the IoT 
device layer and the cloud server layer.  

d). Cloud Server Layer: This layer 
consists of numerous powerful virtual 
machines with higher storage and 
computational capacity. It is mostly 
utilized by IoT devices to do complicated 
computing tasks. Each cloud node in this 
layer is securely connected to MEC 
terminals and IoT nodes and runs in a 
decentralized safe manner. 

2) DRL BASED OFFLOADING 

OPTIMIZATION ALGORITHM: 
DRL introduces a deep neural network to 
replace the Q-table in the RL algorithm. 
DDPG is an improved version of DQN to 
make DRL agent efficiently deal with 
continuous action space. As explained in 
Figure-3, DDPG uses two separate DQNs 
for approximating the actor-network 
(policy-network) and the critic-network 
(Qvalue network). 

FIGURE 3: AC algorithm 

a. State Space: In UAV-aided MEC 
environments, the state space is jointly 
described by N UDs, K UAVs, M MECs, 
and cloud and their surrounding 
environment. For a given state St, the 
agent adopts action at according to the 
selected policy.  

b. Action Space: Based on the current 
state St of the observed system 
environment parameters, the agent 
chooses a certain action at to offload the 
requested tasks of all mobile devices 
nodes to the available computing terminal 
servers. 

c. Reward Function: The behaviour of 
DDPG agent is based on rewards. Hence, 
the effectiveness of the DDPG framework 
is greatly influenced by the selection of a 
suitable reward function. In order to 
optimize the reward, it is important to 
reduce the total processing time and the 
energy consumption as stated in the 
equation.  

 

3)PROPOSED DDPG-OFFLOADING 

ALGORITHM:  

The DDPG algorithm is the efficient 
enhanced version of AC algorithm. This 
is mainly because DDPG uses four neural 
networks: a Q network (critic), a 
deterministic policy network (actor), a 
target Q network, and a target policy 
network. 

The Q network and policy network are 
much similar to actor and critic networks. 
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FIGURE-4: Deep deterministic policy 

gradient algorithm. 

However, in DDPG, the Actor is used to 
create a unique action by directly 
mapping states to actions instead of 
outputting the probability distribution 
across a discrete action space. On the 
other hand, critic is used to approximate 
the Q-value action function. The target 
networks are always time-delayed copies 
of their original networks that slowly 
track the learned networks. Therefore, 
using target value networks can greatly 
improve stability in the learning process. 
The improvement of equation in the 
proposed DDPG algorithm is that critic is 
updated by minimizing the sum of 
gradient update loss for each experience 
sample N. This improvement makes the 
DDPG model more effective andpractical 
than AC based model. The improved loss 
equation is described as: 

 

 

IV. IMPLEMENTATION 

The details of the simulation study are 
presented. PyTorch is adopted for 
developing the proposed DDPG based 
offloading environment. The adopted 
simulator in the experiments has three 
main components. These components are 
system environment, UAV-aided MEC, 
and the DDPG controller agent. The 
entire UAV-aided MEC offloading 
environment is described as MDP 
environment. The MDP environment is 
the focus of the DDPG model actions. 
Consequently, the proposed DDPG 
approach is compared with DQN and AC 
approaches. a. Simulation Setting: 
Simulation adopts 2D square areas, each 
of them has N = 10UDs randomly 
distributed in 300 × 300m^2 area. 
Additionally, it is assumed that the UAVs 
fly at a fixed height H = 100m. Each UAV 
has a unique mass Muav = 9.65KG and a 
maximum flight speed ϑ = 50m/s. During 
the training phase, the batch and the 
buffer sizes are set to be 64 and 10^5, 
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respectively. b. Performance Evaluation: 
The results of the evaluation of DDPG-
based computational offloading model is 
presented in this section. Adam optimizer 
is adopted to train the DDPG agent, 
which is an adaptive learning 
optimization method. To optimize the 
offloading decision, the state of UAVs, 
MECs, cloud, users, and the other 
environment parameters are used as 
inputs to the actor- network. Meanwhile, 
the output is the UAV new position and 
the offloading decision. The input 
environment state parameters should 
include UAV current position, UAVs and 
MECs frequencies, the coordinates and 
frequencies of the users being served at 
the moment, and the parameters of the 
offloaded tasks such as required 
computation cycles, data size, and 
expiration time. 

 
FIGURE-5: Average Score of DDPG agent. 

 
Figure-6: DDPG Convergence under different 

learning rates 

 

FIGURE-7: DDPG average time delay (Sec) for 50 

tasks 

Figure-5 shows the average score of the 
DDPG-based agent. As shown in this 
figure, the average score increases during 
the training interval T. This indicates that 
the performance of DDPG learning 
improves with the increase of training 
steps and achieves higher rewards in each 
episode. Moreover, the proposed DDPG-
based agent can efficiently explore the 
MEC environment action space, which 
demonstrates that efficient task 
offloading policies can be successfully 
learned. Based on the comparison among 
various learning rates for actor and critic 
networks, the convergence performance 
of the proposed algorithm is studied with 
different learning rates as shown in 
Figure-6. It can be noticed that when α = 
0.0001 and β = 0.001, the proposed 
DDPG algorithm can have the best 
convergence. Figure-7 and Figure-8 show 
the offloading time cost and energy cost 
of the proposed DDPG-based model. 
These figures show that both time cost 
and energy cost decrease over the interval 
T. These decays of both costs over time 
prove the efficiency of the proposed 
model. 
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Figure-8: DDPG average consumed 

energy for 50 tasks. 

 

FIGURE-9: Correct offloaded tasks ratio 

 

FIGURE-10: Offloaded tasks ratio to UAV, 

MEC and Cloud Layer. 

Figure-9 shows the correct offloaded task 
ratio of the DDPG-based model with 
respect to all requested tasks. Figure-10 
shows the percentage of tasks that have 
been offloaded to each system layer. This 
figure indicates that the number of tasks 
transferred to cloud and MEC layers is 
much lower than the number of tasks 
transferred to UAV layer. Also, it shows 
that the cloud task ratio decreases over 
time while the UAV task ratio increases. 
These observations proves that the DDPG 

can efficiently learn over time how to take 
the best offloading action that minimizes 
the offloading cost.  

V. CONCLUSION 

Edge computing is evolving rapidly 
toward the fundamental infrastructure 
and facilitating the future of IoT. Efficient 
coordination mechanisms and task 
offloading models are leveraged to enable 
mobile devices and edge-cloud to 
cooperatively work. This paper 
investigated one of the efficient deep 
reinforcement learning algorithms, which 
is the DDPG algorithm. It proposed a 
DDPG-based offloading system to 
improve the efficiency of offloading 
decision strategy. It assessed the UAV 
benefits in 5G IoT environments to 
maximize the percentage of offloaded 
tasks from the total requested task. The 
paper proposed a DDPG model to tackle 
the offloading optimization problem for 
making correct decisions regarding 
offloading to one of the previously 
mentioned layers to reduce energy and 
time. It was demonstrated that DDPG 
performed better than DQN. Moreover, 
offloading to UAVs in cooperation with 
MECs and cloud servers resolves 
incomplete offloaded task requests. 
Hence, the three-layer offloading system 
and the deep learning-based algorithms 
can serve most of the task offloading 
requests and can achieve effective 
offloading decisions and resource 
management. In future work, an 
improvement of the proposed model will 
be made to maximize the offloading 
system stability in dynamic and 
uncontrollable networking environments. 
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