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ABSTRACT 

  In distributed file systems, nodes simultaneously 

serve computing and storage functions, a file is 

partitioned into a number of chunks allocated in 

distinct nodes so that application data processing 

tasks can be performed in parallel over the 

multiple nodes[1]. Here every node plays the 

same role and perform same computation equally 

distributed by the master computer. Distributed 

file system will give access to common data 

storage to every node [2]. Every node has a 

responsibility to perform given task and give 

acknowledgement to master computer where 

master computer having responsibility to provide 

appropriate output to the user. [3] Here it is 

considered that every client will work properly but 

there is no fix assurance for it. If any node fails to 

perform his task and goes down then its master’s 

responsibility to re-distribute the task to nodes 

and get it done. Here we are proposing the re 

balancing and redistribution of data to be 

processed to available node using a DFS over 

cloud computer. Designed redistribution scheme 

will be implemented on multiple network machines 

and data storage server will be accessed through 

network file system. 

Index Term – load balance, clouds.  

              I.INTRODUCTION 

Distributed file systems are key building blocks 

for cloud computing applications based on the 

Map Reduce programming Paradigm. In such file 

systems, nodes simultaneously serve computing 

and storage functions; a file is partitioned into a 

number of chunks allocated in distinct nodes so 

that Map Reduce tasks can be performed in 

parallel over the nodes. However, in a cloud 

computing environment, failure is the norm, and 

nodes may be upgraded, replaced, and added in 

the system. Files can also be dynamically created, 

deleted, and appended. This results in load 

imbalance in a distributed file system; that is, the 

file chunks are not distributed as uniformly as 

possible among the nodes. Emerging distributed 

file systems in production systems strongly 

depend on a central node for chunk reallocation. 

This dependence is clearly inadequate in a large-

scale, failure-prone environment because the 

central load balancer is put under considerable 

workload that is linearly scaled with the system 

size, and may thus become the performance 

bottleneck and the single point of failure. In this 

paper, a fully distributed load rebalancing 

algorithm is presented to cope with the load 

imbalance problem. Our algorithm is compared 

against a centralized approach in a production 

system and a competing distributed solution 

presented in the literature. The simulation results 

indicate that our proposal is comparable with the 

existing centralized approach and considerably 

outperforms the prior distributed algorithm in 

terms of load imbalance factor, movement cost, 

and algorithmic overhead. The performance of our 

proposal implemented in   distributed file system.. 

Load algorithm is presented to cope with the load 

imbalance problem. Our algorithm is compared 

against a centralized approach in a production 

system and a competing distributed 
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II. RELATED WORK 

 

A novel load balancing algorithm to deal with the 

load rebalancing problem in large-scale, dynamic, 

and distributed file systems have been presented in 

this paper. This  compare with  the centralized 

algorithm in the Hadoop HDFS production system 

and dramatically outperforms the competing 

distributed algorithm in  terms of load imbalance 

factor, movement cost, and algorithmic 

overhead.[1] The efficiency and effectiveness of 

the design are further validated by analytical 

models and a real implementation with a small-

scale cluster environment.[3] The evaluation of 

the proposed approach will be done in terms of the 

response time and also by considering the hop 

time and wait time during the migration process of 

the load balancing approach to avoid deadlocks[4] 

This paper presents a concept of Cloud Computing 

along with research challenges in load balancing. 

It also focus on merits and demerits of the cloud 

computing. Major thrust is given on the study of 

load balancing algorithm, followed by a 

comparative survey of these abovementioned 

algorithms in cloud computing with respect to 

stability, resource utilization, static or dynamicity, 

cooperative or non-cooperativeness and process 

migration. 

 

III. LOAD REBALANCING PROBELM 

Whenever  we consider  distributed file system 

consisting of a group of server   V in a cloud, 

where the relation  of V is |V | = n. Typically, n 
can be one thousand, ten thousand, or more. In the 

system, a number of files are stored in the n group 
of servers. First, denote the set of files as F.Any 

file f ∈ F is partitioned into a number of 

disjointed, fixed-size groups denoted by C. For 

example, each group has the same Size, 64 
Mbytes, in Hadoop HDFS [2]. Second, assume 

that the load of a server is proportional to the 

number of sets or groups hosted by the server. 

Third, we consider failure to be the norm in such a 

distributed system, and the groups of servers may 

be upgraded, replaced and added in the system. 

Moreover, the files  in F may be arbitrarily 

created, deleted, and appended. The net effect 

results in file chunks not being uniformly 

distributed to the groups of servers. 

 

 

LOAD REBALANCING 

Load balancing is the process of distributing the 

load among various resources in any system. Thus 

load need to be distributed over the resources in 

cloud-based architecture, so that each resources 

does approximately the equal amount of task at 

any point of time. Basic need is to provide some 

techniques to balance requests to provide the 

solution of the application faster.  To deal with the 

load imbalance problem, in this study we advocate 

off loading the load rebalancing task to storage 

nodes by having the storage nodes balance their 

loads spontaneously.  

 

 

IV. CENTRAL QUEUE ALGORITHM 

 

Central Queue Algorithm works on the principle 

of dynamic distribution. It stores new activities 

and unfulfilled requests as a cyclic FIFO queue on 

the main host. Each new activity arriving at the 

queue manager is inserted into the queue. Then, 

whenever a request for an activity is received by 

the queue manager, it removes the first activity 

from the queue  and sends it to the requester. If 

there are no ready activities in the queue, the 

request is buffered, until a new activity is 

available. If a new activity arrives at the queue 

manager while there are unanswered requests in 

the queue, the first such request is removed from 

the queue and the new activity is assigned to it.  
  
 When a processor load falls under the threshold, 

the local load manager sends a request for a new 

activity to the central load manager. The central 

load manager answers the request immediately if a 

ready activity is found in the process-request 
queue, or queues the request until a new activity 

arrives. 
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Few factors  for load balancing algorithms: 

  

  
a) Cost effectiveness: Overall improvement in 

system performance at a reasonable cost.  

b) Scalability and flexibility:  Algorithm must be 

scalable and flexible enough to allow such 

changes to be handled easily.  

c) Priority: Priority must be decided first, 

algorithm itself for better service. Service 

provision for all the jobs regardless of their origin.   

 

V. LITRETURER REVIEW 

We discuss about the load balancing is 

implemented in the cloud computing environment 

to  on demand resources with high availability.  

But the existing load balancing approaches suffers 

from various overhead and also fails to avoid 

deadlocks when there more requests competing 

for the same resource at a time when there are 

resources available are insufficient to service the 

arrived requests Another approach was proposed 

by This describes the autonomous and distributed 

load-balancing policy that can dynamically 

reallocate incoming external loads at each node. 

This adaptive and dynamic load balancing policy 

is implemented and evaluated in a two-node 

distributed system [2] Latter on in This describes 

the autonomous and distributed load-balancing 

policy that can dynamically reallocate incoming 

external loads at each node. This adaptive and 

dynamic load balancing policy is implemented 
and evaluated in a two-node distributed system 

[3] nodes simultaneously serve computing and 

storage functions; a file is partitioned into a 

number of chunks allocated in distinct nodes so 

that Map Reduce tasks can be performed in 

parallel over the nodes. However, in a distributed 

computing environment, failure is the norm, and 

nodes may be upgraded, replaced, and added in 

the system. Distributed file systems (DFS) are key 

building blocks for cloud computing applications 

based on the MapReduce programming paradigm. 

In such file systems, nodes simultaneously serve 

computing and storage functions, a file is 

partitioned into a number of chunks allocated in 

distinct nodes so that Map Reduce tasks can be 

performed in parallel over the nodes. However, in 

a cloud computing environment, failure is the 

norm, and nodes may be upgraded, replaced, and 

added in the system. Files can also be dynamically 

created, deleted, and appended. This results in 

load imbalance, that is, the file chunks are not 

distributed as uniformly as possible in the nodes. 

Although distributed load balancing algorithms 

exist in the literature to deal with the load 

imbalance problem, emerging DFSs in production 

systems strongly depend on a central node for 

chunk reallocation. This dependence is clearly 

inadequate in a large-scale, failure-prone 

environment because the central load balancer is 

put under considerable workload that is linearly 

scaled with the system size, and may thus become 

the performance bottleneck and the single point of 

failure. In this paper, we illustrate and define the 

load rebalancing problem in cloud DFSs. We 

advocate file systems in clouds shall incorporate 

decentralized load rebalancing algorithms to 

eliminate the performance bottleneck and the 

single point of failure. Simulation results for a 

potential distributed load balancing algorithm are 

illustrated. The performance of our proposal 

implemented in the Hadoop distributed file system 

is also demonstrated. Distributed file systems are 

key building blocks for cloud computing 

applications based on the Map Reduce 

programming paradigm. In such file systems, 

nodes simultaneously serve computing and storage 

functions; a file is partitioned into a number of 

chunks allocated in distinct nodes so that 

MapReduce tasks can be performed in parallel 

over the nodes. However, in a cloud computing 

environment, failure is the norm, and nodes may 

be upgraded, replaced, and added in the system. 

Files can also be dynamically created, deleted, and 

appended. This results in load imbalance in a 

distributed file system; that is, the file chunks are 

not distributed as uniformly as possible among the 

nodes. Emerging distributed file systems in 

production systems strongly depend on a central 

node for chunk reallocation. This dependence is 

clearly inadequate in a large-scale, failure-prone 

environment because the central load balancer is 

put under considerable workload that is linearly 
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scaled with the system size, and may thus become 

the performance bottleneck and the single point of 

failure. In this paper, a fully distributed load 

rebalancing algorithm is presented to cope with 

the load imbalance problem. Our algorithm is 

compared against a centralized approach in a 

production system and a competing distributed 

solution presented in the literature. The simulation 

results indicate that our proposal is comparable 

with the existing centralized approach and 

considerably outperforms the prior distributed 

algorithm in terms of load imbalance factor, 

movement cost, and algorithmic overhead. The 

performance of our proposal implemented in the 

Hadoop distributed file system is further 

investigated in a cluster environment. 

 

 

 

 

Fig: client/server/load 

 

 

 

 

 

 

CLIENT 

A client is a piece of computer hardware or 

software that accesses a service made available by 

a server. The server is often (but not always) on 

another computer system, in which case the client 

accesses the service by way of a network. 

 

LOAD BALANCER 

Load balancing is a computer networking method 

for distributing workloads across multiple 

computing resources, such as computers, a 

computer cluster, network links, central 

processing units or disk drives. Load balancing 

aims to optimize resource use, maximize 

throughput, minimize response time, and avoid 

overload of any one of the resources. Using 

multiple components with load balancing instead 

of a single component may increase reliability 

through redundancy. Load balancing is usually 

provided by dedicated software or hardware, such 

as a multilayer switch or a Domain Name System 

server process. 

 

VI. PROPOSED WORK 

Our proposal  strive to balance the load and reduce 

the overhead While execution of provided task is 

expected that proposed system should allow the 

user to provide a task to master server and master 

server will distribute the task equally to available 

nodes and while execution if any node get fails 

then system should properly redistribute the task 

pending by failure node. 
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Fig. Comparison of Algorithm 

 

 

 

 

VII. CONCLUSION 

 

Implementing distributed processing can 

reduce overheads and it makes the proper 

utilization of multiple systems rather than 

implementing supercomputing processor proposed 

system can use normal lower configuration PC 

system to complete the task and even input task is 

not dependent on the single system so it reduces 

the risk of failure. As the system is based on 

master slave terminology we can extend to 

dynamic role to every system. By the time of 

failure any client system can become master system 

and fulfill the user requirement and handle rest of the 

process which can be called as backup server or backup 

maser system. 
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