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Abstract — In organizational and industrial 

psychology along with affective computing, it's crucial 

to anticipate interpersonal communication abilities and 

personality traits. AVI-AI is an Asynchronous Video 

Interview platform with an AI decision agent based on 

Tensor Flow Convolutional Neural Network (CNN). 

The AI Interview Agent detects critical personality 

traits like agreeableness, openness, neuroticism, 

extraversion, and conscientiousness by assessing the 

candidate's answers. It helps employers make better 

hiring decisions by identifying candidates with the 

necessary communication abilities and personality 

traits for a particular role. By automating the interview 

process, the AI Interview Agent can save time and 

reduce hiring biases. It also offers consistent support 

and objective for evaluations each candidate's, 

Personal traits and communication abilities.  

Keywords—AI, AVI, CNN and Facial Expression 

Recognition Dataset (2013). 

I. INTRODUCTION 

 

Organisational success and work effectiveness depend 

on having strong interpersonal skills and personality 

qualities. effectiveness. Interpersonal communication 

involves the exchange, sharing, and feedback of 

information using verbal and nonverbal messages. 

Verbal messages convey exact words, while nonverbal 

messages such as gestures, facial expressions, posture, 

and tone of voice, help interpret underlying emotions, 

attitudes, and feelings. To provide an alternative to 

traditional interviews, asynchronous video interviews 

(AVI) have been developed. AVI allows job candidates 

to answer webcam-based pre-determined interview 

questions. evaluating one's personality and 

communication abilities traits in job candidates can be 

a challenging task for employers, given the subjective 

and time-consuming nature of traditional interviewing 

methods, which can lead to biased hiring decisions. To 

overcome these challenges, AI Interview Agent has 

emerged as a promising solution. This software 

application employs artificial intelligence and natural 

language processing to evaluate a candidate's 

communication skills and personality traits. By 

automating the interview process, AI Interview Agent 

offers an objective and consistent evaluation of each 

candidate's personality traits and communication skills 

unaffected by personal biases or subjective opinions of 

interviewers. The software predicts language fluency, 

verbal and non-verbal communication skills and also 

identifies candidate’s personality traits emotions such 

as conscientiousness, agreeableness, openness, 

extraversion, and neuroticism for employers to make 

informed hiring decisions. 

II. RELATED WORKS 

 

Intelligent video interview agent used to predict 

communication skill and perceived personality 

traits  

According to a research done on industrial and 

organisational psychology (I/O) in both organizational 

and industrial psychology A crucial duty is to forecast 

each person's interpersonal communication skills and 

personality characteristics. An Interview is scheduled 

for 20 people to this study, including 77 interviewers 

and 7 participants. To gather data on interviewees 

interpersonal qualities and communication process as 

observed by actual interviewers controlled interview 

environment. Then by creating AVI-AI, an 
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asynchronously video interviewing system with an 

artificially intelligent (AI) decision agent built on a 

tensor flow convolutional neural net (CNN), which can 

be utilised to predict a job the applicant's 

communication abilities and personality traits and 

replace some of the work done by human raters during 

the first phase of employment screening. 

"A Deep Learning Based Approach to Measure 

Confidence for Virtual Interviews   

In interviews, confidence is crucial in showing trust and 

faith in one's abilities and can be the deciding factor in 

getting hired. However, virtual interviews during the 

pandemic rely solely on a candidate's facial expressions 

to gauge their self-confidence. To address this, Deep 

Learning can be used to classify confident and 

unconfident images based on facial expressions. This 

can help interviewees practice confident expressions 

and improve their skills. The model is trained using two 

optimizers, Adam and SGD, to develop a confident and 

unconfident image classifier. Trust and a firm belief in 

something or someone are the definitions of 

confidence. Being self-assured during an interview, 

that is, having faith in your own abilities, can make the 

difference between you succeeding or failing. 

Candidates. It is just as crucial as demonstrating your 

capabilities since without it, you won't be able to 

persuade the interviewer to believe in your abilities to 

learn, complete the work, and use your expertise. 

Positivity about one's appearance and a strong, self-

assured demeanor can leave a lasting impression on an 

interviewer and possibly other future coworkers as 

well. Since interviews are now conducted online in the 

age of the coronavirus, it is only possible to assess a 

candidate's level of confidence by looking at his or her 

face. Deep Learning has potential benefits. 

Personality Recognition and Video Interview 

Analysis 

As the employment agency sector currently needs AI to 

be implemented, we can anticipate human skill and its 

recommended job type in certain help of Artificial 

Intelligence (AI) systems. utilizing all machine 

learning techniques including Naive Bayes, Random 

Forest, SVM, and Convolutional Neural Network 

(CNN). This project will involve the conversion of an 

employee's voice into text, their emotional state, and a 

face-based company verification process. In the future, 

system users will be able to examine user records and 

analyze their effectiveness. Students can also profit 

from this approach by using it to analyze their own 

emotions and personalities, as we may one day see it 

used in interview processes. Future system users will 

have access to user records that have been evaluated. 

III. METHODLOGY 

 

1)  Facial Expression Recognition Dataset  

Facial Expression Recognition, a dataset from Kaggle, 

is used for facial expression recognition. Using this 

dataset, the emotions that the system detected are 

‘Angry’, ’Fear’, ’Happy’, ’Sad’, ’Surprise’ and 

‘Neutral’. The dataset Consist of 36,986 data which is 

divided into training dataset and testing dataset. The 

system uses 29,000 Training dataset is used to train the 

model and 7,896 Testing dataset is used. Whenever the 

system gets any image, it will detect the facial 

expression of that image by comparing it with the 

images of the training dataset. The system reads an 

image using the values at each pixel, and using CNN 

these pixels are processed further for generating results. 

Images are fed to the system. Then they are converted 

into greyscale images. From this greyscale image, the 

face is then detected. 

2) Feature Extraction and Modeling 

Created a three-stage model, as shown in Fig. 1, to 

create an AVI-AI programme that could be utilised to 

forecast interpersonal communication abilities 

including traits of personality as evaluated by the 

human raters. Using we created an AVI to extract the 

interviewees' facial expressions from each frame 
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during the video data processing step. By recording 86 

landmark locations on the face each frame, the open-

CV and Keras were used to identify the facial 

characteristics. Preprocessing was required to reduce 

undesirable noise in the feature extraction, such as 

interference caused by hair and cosmetics. 

 

 

 

 

 

 

 

 

 

 

Fig.1: Traing Video Processing Model 

 

3) Facial Emotion Detection Model 

 

Facial Expression Recognition, a dataset from Kaggle 

is used for facial expression recognition. Using this 

dataset, the emotions that the system detected are 

‘Angry’, ’Fear’, ’Happy’, ’Sad’, ’Surprise’ and 

‘Neutral’. Each face must be assigned to a single 

category of seven categories, with 0 denoting anger, 1 

disgust, 2 fear, 3 happiness, 4 sadness, 5 surprise, and 

6 neutralities. The dataset is divided into training and 

testing datasets. Whenever the system gets any image, 

it will detect the facial expression of that image by 

comparing it with the images of the training dataset. 

The system reads an image using the values at each 

pixel, and using CNN these pixels are processed 

further for generating results, images are given to the 

model. Then they are converted into greyscale images. 

Grayscale portraits of faces measuring 48 × 48 pixels 

make up the data. The faces were automatically 

registered such that each face roughly fills an identical 

quantity of space in each image and is cantered. Then 

we resized the images into the scale of 49*49*1. After 

resizing the detected face, scaling of an image is done. 

This image then undergoes multiple layers to detect the 

emotion of that image as shown in Fig 2 then face 

emotion is detected. 

 

Fig.2: Facial Emotion Detection Model 

 

 

 

 

 

 

 

 

 

Fig. 3: Face Identifying and Cut Shot 

 

To train the classifier for predicting communication 

skills and personality traits, we utilized a process of 

detecting and cropping face images, as shown in Fig. 

2, where we obtained the original image, cropped the 

picture after facial landmark detection for training. 

Later, a gray-scale model was created from the 

cropped images to emphasise the features of 

movement and facial expression while lessening the 

impact of lighting.  

 

 

 

 

 

 

 

 

Fig.4: Finding the Facial Landmarks and Grayscale 

Conversion of the Compressed Face Images 

The next step involved locating the 86 facial 

landmarks, displayed in highlighted in Fig. Any 

frames where these landmarks could not be detected 

were discarded. For the divider training phase, then 

combined Kaggle dataset with the extracted features. 
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4) CNN Model  

 

 As shown in the Fig, the model consisted of a 

Tensorflow Flow based CNN framework, in which the 

CNN (convolution neural network) structure is the 

artificial neural network which consist of in order to 

classify images, four layers of convolution, three 

layers for pooling, 10 mixture layers, a layer that is 

fully connected, and soft max layers are used. 

 

 

 

 

 

 

 

 

Fig.5 : The Architecture of  the CNN Model 

 

In CNN, neuron of single layer is connected to the 

small region. Hence using CNN, weights that needs 

to be handle or process will be less and it will 

require less numbers of neurons. CNN classifies the 

image by considering pieces, called as Features. For 

this, recorded videos are converted into number of 

Key Frames to get the multiple images. 

 

 

 

 

 

 

 

 

 

 

 

 

  

Fig 6: Providing the Featured Images into the Model 

 

The input images of 640 pixels wide and were 

normalized to account for variations in rotation and 

shifting, as well as to prevent distortion of the original 

facial image. The interviewee's extracted facial 

expression features were used as inputs, while the 

communication ability score and big personality traits 

were the output of the neural net. Each layers of the 

trained model contained training parameters, and the 

Rectified Non-linear Unit (ReLU) was used to address 

the vanishing gradient problem that could occur in a 

sigmoid function. A soft max level with was the last 

layer with 70 possible outputs. Randomly selected 

participants from both the training set eighty percent 

and the verification set (20%) during the classifier 

verification stage. Each interviewee had different 

features, including a single communication ability 

score plus five personality attributes. With a rate of 

learning of 0.02, a test rate of twenty, and a training a 

batch size of 256, the algorithm underwent training for 

2,250 iterations. After then, the model was checked for 

correctness. 

5) HAAR Cascade 

HAAR Cascade is an object detection algorithm that 

utilizes machine learning to identify objects in images 

or videos. It employs a cascade function that is trained 

with both positive and negative images to detect 

objects in other images. One of the primary 

applications of HAAR Cascade is in facial and eye 

detection.  

The algorithm uses a set of HAAR-like features, which 

are simple rectangular filters that are applied to an 

image or video frame to extract features.       These 

features are then combined to form a strong classifier 

that can detect objects in the image. The cascade 

classifier detect multi-scale method is then used for 

detection, returning boundary rectangles for detected 

faces or eyes. The mathematical equation of HARR 

Cascade is given by  

          F(x) = af1(x) + a2f2(x) + a3f3(x) +….        (1) 

 

6) Local Binary Patterns 

The feature extraction method is called LBP. The 

initial LBP operator encodes the local framework 

around each pixel by pointing the pixels in a picture 

with decimal numbers, often known as LBPs or LBP 
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codes. By deducting the value of the centre pixel, each 

of the pixels is contrasted with its eight neighbours in 

a 3X3 neighbourhood. In the final code, negative 

values are represented by 0 and all other values by 1. 

A binary number is created for each given pixel by 

adding all of these binary values clockwise, starting 

from one among its top-left neighbours.  

The LBPs, which or LBP codes are used to refer to the 

resulting binary integers. LBP is further expanded to 

include consistent patterns. Binary string is thought of 

as circular, an LBP is deemed to be uniform if it has 

no over two bit-wise changes from zero to one or vice 

versa. E.g.,00000000, 001110000 and 11100001 are 

uniform patterns. A histogram of a labelled image f1(x, 

y) can be defined as shown in Equation (2) and (3) 

                Hi = ∑x,y I (fl(x, y) = i), i = 0 – n-1         (2) 

Where n is the number of different labels produced by 

the LBP operator 

Hi = ∑x,yI (fl(x,y) = i)I((x,y)ϵRj                (3) 

IV. RESULTS AND DISCUSSION  

 

To assess the candidate's emotion features, we utilized 

the Facial Expression Recognition Dataset (2013) 

available on Kaggle, comprising over 37,000 images 

categorized into 256 classes. To enhance image 

representation and minimize interference from hair 

and features, we converted all the photos to grayscale.  

 

 

 

                                                                                                             

 

 

Fig 7: Emotion Features 

The AVI-AI was able to learn and predict with success 

the facial emotions, communication abilities, and 

personality qualities including openness, 

agreeableness, and expected neuroticism as evaluated 

by human raters, but not conscientiousness and 

extraversion. then stating that a candidate's facial 

expressions represent his or her communication 

abilities as determined by HR specialists based on 

organised behavioural interviews. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 8:Accuracy Predictions for Happy, Angry, 

Disgusted, Surprised, Sad, Fear and Neutral 

The Accuracy of the proposed model, VGG-16 Res-

Net model, Emotion detection model, Image-Net Pre-

trained model as shown the below table 1. 
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Table 1: Performance of Comparison model 

The AVI-AI's concurrent validity was measured using 

the Pearson correlation coefficient (R), explained 

variation (R²), and mean square error (MSE), as shown 

in Table 2. R² represents the proportion of variance in 

the dependent variable that can be predicted by the 

independent variables, with higher values indicating 

better estimation. Conversely, a lower MSE (0 being 

perfect) indicates a smaller estimation error.  

Table 2: Output Factors of AVI-AI 

 

 

 

 

 

 

 

 

 

 

V. CONCLUSION 

 

The usage of AI Interview Agent Platform for 

predicting communication abilites and personality 

traits has the potential to revolutionize the recruitment 

process. The ability of AI interview agents to analyze 

personalities in a standardized and objective manner 

can help remove human biases and streamline the 

recruitment process. However, it is important to 

address the ethical concerns associated with the use of 

AI interview agents. Companies must ensure that the 

algorithms used by AI interview agents are transparent 

and free from biases, and that applicants are fully 

informed about the use of AI interview agents and their 

data privacy rights. Despite these concerns, the benefits 

of using AI interview agents for predicting 

communication abilities and personalities traits are 

clear. They offer a powerful tool for companies to 

efficiently screen job applicants and identify the most 

suitable candidates for further consideration. 
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