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Abstract 

Identifying network anomalies is essential in 

enterprise and provider networks for diagnosing 

events, like attacks or failures that severely impact 

performance, security, and Service Level 

Agreements (SLAs). We introduce an anomaly 

extraction method which refers to automatically 

finding, in a large set of flows observed during an 

anomalous time interval, the flow associated with 

the anomalous events. It is important for root-cause 

analysis, attack mitigation, network forensics and 

anomaly modelling. In this paper, we use meta-

data provided by several histogram-based 

detectors to identify suspicious flows, and then 

apply association rule like Improved FP-Growth 

Algorithm based on Single Linked List to find and 

summarize anomalous flows. Using rich traffic 

data from a network, we show that our technique 

effectively finds the flows associated with 

anomalous events in all studied cases. In addition 

our algorithm shows a very small number of false 

positive rates and executes fast than Apriori and 

FP-Growth algorithm for large data sets.  

 

Keywords:  Computer network, data mining, 

detection algorithm, association rules, Improved 

FP algorithm. 

 

 

 

 

 

1. INTRODUCTION 

 

A. Motivation 

Detecting and identifying network anomalies are 

becoming an important factor to consider when 

taking care of network security, uptime and 

performance of ISPs and large scale networks. An 

anomaly is defined as a "Deviation or departure 

from the normal or common order, form, or rule". 

Anomaly detection techniques are last line of 

defence when other approach fails to detect 

security threats or other problem. They have pose 

number of interesting research problems, involving 

statistics, modelling, and efficient data structures. 

Nevertheless, they have not yet gained widespread 

adaptation, as a number of challenges, like 

reducing number of false positive rate and 

calibration, remain to be solved. 

In this paper, we are interested in the problem of 

identifying the traffic flows associated with an 

anomaly during a time interval with an alarm. We 

call finding these flows the anomalous flow 

extraction or anomaly extraction.  Anomaly 

extraction reflects the goal of gaining more 

information about an anomaly alarm. Identified 

anomalous flows can be used for a number of 

applications, like root-cause analysis of the event 

causing an anomaly, network forensics, improving 

anomaly detection accuracy, and anomaly 

modelling. 
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B.  Anomaly Extraction 

 

 

 

Fig 1 High level goal of anomaly extraction is to filter 

and summarize the set of anomalous flows that coincide 

with the flows caused by a network event such as denial-

of-service (DoS) attack. 

 

In Fig. 1, we present a high level goal of anomaly 

extraction. In the bottom of the figure, events with 

network level footprint, like attack or failure, 

trigger event flow, which after analysis by an 

anomaly detector, may raise an alarm. Ideally, we 

would like to extract exactly all triggered event 

flows. The goal of anomaly extraction process is to 

find a set of anomalous flows coinciding with event 

flows. 

An anomaly detection system may provide a meta-

data relevant to an alarm that helps to find the set 

of candidate anomalous flows. For example, 

anomaly detection systems analyzing histograms 

may indicate histogram bins than an anomaly 

affected, e.g., a range of IP addresses and Port 

numbers. Such meta-data can be used to restrict the 

candidate anomalous flows to these that have a 

affected IP address and port numbers. 

To extract an anomalous flow from network traffic, 

one could build a model describing normal flow 

characteristic and use the model to identify 

deviating flows. To build such model is very 

challenging issue due to wide variability of flows 

characteristic. Similarly, one could compare flows 

during an interval with flow from normal or past 

interval to the new flows or flow with significant 

increase/decrease in their volume to search for 

changes or to identify new flows that were not 

previously observed [6] [7]. Such approaches 

essentially perform anomaly detection at the level 

of individual flows and could be used to identify 

anomalous flows. 

C. Contributions 

In this paper, we take an alternative approach to 

identify anomalous flows that combines and 

consolidate information from multiple histogram-

based detectors and an Improved FP-growth 

algorithm is applied to speed up the system rate and 

decrease the false positive rate as compared to 

Apriori and FP-growth algorithm [2]. Compared to 

other possible approaches, our method does not 

rely on past data for normal interval or normal 

models. Intuitively, each histogram-based detectors 

provide and additional view of network traffic. 

A detector may provide a set of candidate 

anomalous flows. The main reason of applying an 

association rule is that Anomalies typically result in 

many flows with similar characteristic, e.g., 

common IP address or port numbers, since they 

have a common root-cause, like network failure or 

a scripted denial-of-service (DoS) attack. 

 

 

 

Fig. 2. Overview of our approach to the anomaly 

extraction problem. The fig illustrate how meta-data for 

filtering flows is consolidate from n traffic features by 

taking the union and how suspicious flows are pre-

filtered and anomalous flows are summarized in item-

sets by association rule mining 
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D. Outline 

The rest of this paper is structured as follows. 

Section II describes our technique for extracting 

anomalous traffic and a new algorithm called 

Improved FP-growth algorithm to overcome the 

disadvantages of Apriori and FP-growth algorithm. 

Finally, Section III concludes our paper. 

 

II. METHODOLOGY 

An overview of our approach to the anomaly 

extraction is given in fig.2. An n number of 

histogram-based anomaly detectors monitors the 

network traffic and detect anomalies in an online 

fashion [1]. Upon detecting anomalies, we use a 

union set of meta-data provided by n histograms-

based detectors to prefilter a set of suspicious 

flows. This pre-filtering process is necessary in 

order to eliminate a large part of normal flows. 

Then association rules are applied in order to 

generate frequent item-sets in the set of suspicious 

flows [1]. The basic assumption behind applying 

association rules is that frequent item-sets in the 

pre-filtered data are often related to anomalous 

event. The association algorithm like Improved FP-

growth algorithm is applied to overcome the 

disadvantages of Apriori and FP-growth. Improved 

FP-growth improves the algorithm both in runtime 

and main memory consumption, which does its 

work without any complex data structure or prefix 

tree. The entire anomaly extraction process is 

automated and can take place both in online and 

offline fashion. 

A. Flow Pre-filtering 

Pre-filtering process usually removes a large part of 

the normal traffic. This process is desirable for two 

reasons. 1] It generates a substantially smaller data 

dataset that results in faster in the following steps. 

2] It improves the accuracy of association rule 

mining by removing flows that could result in 

false-positive item-sets. Assume a time interval t 

with an anomaly. Pre-filtering selects all flows that 

match the union of the meta-data provided by n 

histogram-based detectors. 

An important detail of our approach is that we keep 

flows matching any of the meta-data instead of 

flow matching all the meta-data provided by n 

detectors. We take union of the flows matching 

meta-data rather than intersection of the flows 

matching meta-data. Taking the union is important 

because identified meta-data can be flow-disjoint, 

meaning that they appear in different flows, in 

which case the intersection is empty. The 

intersection of the flows matching the meta-data 

would be empty, whereas the union would include 

anomalous flows. It shows that the union results in 

fewer false positive that the intersection which may 

miss entire anomaly. 

B. Frequent Item-Sets Mining 

Association rule plays an important part in the field 

of data mining, which is used to mine the 

association rules in a given data set and is put 

forward by R.Agraawal [4] first. It divides the 

mining process into two steps: (1) find all frequent 

itemsets. (2) generate strong association rules from 

the frequent itemsets. The main purpose of 

applying association rules is that to find frequent 

item-sets to extract anomalous flows from large 

data-sets in time interval. Our assumption for 

applying frequent item-set mining to anomaly 

extraction problem is that anomalies typically 

result in large number of flows with similar 

characteristic. e.g., IP address, port numbers, since 

they have a common root cause analysis like 

network failure or scripted DoS attack. 

The transaction width is defined as the number of 

items present in a transaction. Each transaction has 

a width of five since each flow record has five 

associated feature corresponding to its srcIP, dstIP, 

srcPort, dstPort, #packets. For example the item i1 

={srcPort : 80} refers to a source port number 
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equal to 80, while item i2 = { dstPort : 80} refers to 

destination port number 80, a transaction cannot 

have to items same feature type. 

Improved FP-Growth Algorithm: The 

standard algorithm for generating frequent item-

sets is Apriori and FP-Growth Algorithms [4] [5]. 

The main disadvantage of Apriori and FP-growth is 

that number of candidate item-sets and a complex 

data  

Improved FP-growth algorithm based on 

compound single linked list. The algorithm 

introduces the compound single linked list to 

improve the structure of the FP-tree. The improved 

FP-growth is mined in one direction, using the 

header table in the former FP-tree, storing them in a 

sequence table, ordering the frequent itemsets in 

descending sequence according to the min_sup, 

then a compound single linked list is formed. 

Through traversing each transaction’s frequent 

itemsets stored in its single linked list, mining the 

frequent patterns directly without generating 

conditional FP tree. Through the comparison 

between the improved algorithm and the former 

FP-tree, it shows that the new one improves the 

algorithm both in runtime and the main memory 

consumption. 

1: The steps to construct the compound single 

linked list 

1. The first scan of database is the same as the FP-

tree. The scan of the database derives the set of 

frequent items (1-itemsets) and their support counts 

(frequencies). The set of frequent items is sorted in 

the order of descending support count. This 

resulting set or list is denoted L and an item header 

Table is built. 

2. The second scan of database is different from the 

FP growth. It is processing the items in each 

transaction in L order, and then inserting the items 

in each transaction into the single linked list 

recursively. The items’ order in each single linked 

list is according to L order. 

2: The realization of the improved algorithm 

The storing data structure is consist of three parts- 

I] Header Table 

 Item-name, support count, node link 

II] Frequent Itemsets 

Frequent item, Pointer. 

 III] Single Linked List 

Item, Count, Pointer. 

 

3: Methods 

(1)The first scan of the database derives the set of 

frequent items (1-itemsets) and their support counts 

(frequencies). The set of frequent items is sorted in 

the order of descending support count. This 

resulting set or list is denoted L and an item header 

table is built. 

(2)Scan database a second time. The items in each 

transaction are reserved and processed in L order, 

then stored in the single linked table frequent 

itemsets. 

(3)// i is the sequence of each transaction, p is the 

pointer pointing to one of the frequent itemsets in 

each transaction, n is the total number of the 

transaction. 

(4) Generating frequent patterns. 

4: An example to examine the improved 

algorithm’s feasibility 

 

For the same environment of the database, the 

article uses the database as article [17]. 

The first step is the same, so we don’t mention it 

repeatedly; we mainly introduce the second step. Its 

process is shown as Fig 3-6. 

For the first transaction<f,c,a,m,p>, constructing 

it’s Compound Single Linked List like fig3, taking 

f as item header-node, insert<c,a,m> after f, then 

taking c as item header-node, inserting<a,m,p> 

after c; When inserting the second transaction, 
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because b is after a, before m, then inserting b after 

a and before m. 

 

 

 

Fig.3 inserting the first transaction 

 

 

Fig.4 inserting the second transaction 

 

Fig.5 inserting the third transaction 

 

Fig.6 inserting the last transaction 

The generating frequent patterns is as table1. 

(min_sup=3). 

Table1 generating frequent patterns 

itemid Generating frequent pattern 

f 

 

c 

a 

b 

m 

p 

(f:4), (fc:3), (fa:3), (fm:3), (fca:3), 

(fcm:3),(fam:3), (fcam:3) 

(c:4), (ca:3), (cm:3), (cp:3), (cam:3) 

(a:3), (am:3) 

(b:3) 

(m:3) 

(p:3) 

 

 

 

 

C. Histogram-Based Detectors  

Histogram-based anomaly detectors [8] [9] [10] 

[11] have been work well for detecting anomalous 

behaviour and changes in traffic distribution. Our 

histogram-based detector uses the Kullback-Leibler 

(KL) distance to detect anomalies. The KL 

distance has been successfully applied for anomaly 

detection in previous work [12] [11]. Each 

histogram-based detector monitors a flow feature 

distribution, like distribution of IP address and Port 

numbers. We assume that for n histogram detectors 

of n traffic features m histogram bins are 

constructed. 

During a time interval t, an anomaly detector 

module constructs histogram for number of flows 

per traffic feature. At the end of interval, it 

computes for each histogram the KL distance 

between the distribution of current interval and 

reference interval distribution. The KL distance of 

given discrete distribution q to reference 

distribution p be 

 

D (p//q) = 𝑝𝑖
𝑚
𝑖=0 log(𝑝𝑖/𝑞𝑖). 

D. Histogram Cloning and Voting 

Histogram cloning is a promising technique applied 

to Histogram-Based Detection. The motivation 

behind it is to maintain multiple randomized 

histograms (of the same feature), hence it will 

obtain additional views of network traffic. This 

technique is realized in [13] by creating n 

histogram-based detectors corresponding to n 

different traffic features. For each of the n features 

there are m bins per time interval, and by applying 

a hash function to each of the clones, one makes 

sure that each feature value is placed randomly into 

one of the m bins. This differs from classical 

binning, which tends to place adjacent feature 

values (e.g. source ports) next to each other in a 

histogram. 
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III. CONCLUSION 

Anomaly extraction takes as input a large set of 

flows and aims at finding the flows associated with 

the event that triggered an observed anomaly. It is 

very useful for finding the root cause of detecting 

anomalies, which helps in attack mitigation, 

anomaly modelling and network forensics. 

Optimizing the scalability and efficiency of 

frequent item-set mining for dealing with big 

network data including stream processing is one 

open problem. 

To avoid such problems of big network data, we 

introduced Improved-FP algorithm, The improved 

FP-growth is mined in one direction, using the 

header table in the original FP-tree, and a 

compound single linked list is constructed. The 

result shows that the improved algorithm is better 

than the FP-growth. By comparing these frequent 

item-set mining algorithms apriori and fp-growth 

and Improved FP, Improved FP is faster and 

requires less memory. 
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