
Application of Empirical Mode Decomposition 

And Support Vector Machine Classifiers for 

Prediction of Sudden Cardiac Arrest in 

Susceptible Cases  

 
Mr.Arun Raj P.D. 

M.Tech Student,  

Department of Electronics and Instrumentation,  

R V College of Engineering,  

Bengaluru, India 

 

Prof. S.V. Venkatesh 
Associate Professor,  

Department of Electronics and Instrumentation, 

 R V College of Engineering,  

Bengaluru, India 

 
 

 

Abstract— One of the primary causes of Sudden Cardiac 

Arrest (SCA) is Ventricular Fibrillation (V.F.). It is a serious 

arrhythmic condition wherein the heart beats chaotically rather 

than pumping blood. It is essential for the subject to get instant 

medical attention when ventricular fibrillation occurs. In this 

paper, a novel approach is presented where the Hilbert Huang 

Transform is used for prediction of such an event. The ECG 

signals are pre-processed for removal of noises, artifacts. The 

empirical mode decomposition (EMD), which is a part of Hilbert 

Huang Transform is applied to the de-noised ECG signal. Three 

features were extracted from the first IMF (Intrinsic Mode 

Function) obtained after EMD, viz; spectral entropy, lyapunov 

exponent and weighted frequency. Support Vector Machine 

(SVM) classifier was used to classify and predict the normal 

people and patients prone to sudden cardiac arrest, based on the 

extracted features from both the cases. By applying this 

technique, the results show that average classification accuracy of 

95% was achieved in predicting an unknown signal, labelled as 

‘Normal’ or ‘Abnormal ECG signal’. A second SVM classifier 

was used for predicting the occurrence of V.F. in ECG signals 

prone to cardiac arrest within 15 minutes, which resulted in an 

accuracy of 55.5 %. 

Keywords— Ventricular Arrhythmia; Empirical Mode 

Decomposition; Support vector machine; 

I. INTRODUCTION 

Dramatic increase in knowledge and exponential increase 
in technology has led to lot of sophisticated diagnostic tests. 
The basic idea of diagnostic tests is to increase the suspicion 
that a patient has a particular disease to the extent that medical 
crisis management decision could be made. Electrocardiogram 
(ECG) is one such diagnostic test. The ECG is painless, non-
invasive, easily accessible and widely accepted method for 
heart condition diagnosis. By viewing the ECG recording, 
physicians are able to suspect the presence of any heart disease 
and anticipate the occurrence of any cardiac related threats or 
sudden death. Subjects experience sudden cardiac death (SCD) 
within an hour of onset of, acute symptoms mostly due to 
cardiac causes. [1]. Ventricular fibrillation is one of the major 
causes for SCA, leading to death. More than 90% of the 
subjects die because of sudden cardiac arrest as they don’t get 
defibrillation, within 4 to 6 minutes, eventually leading to death 
of the brain and sudden death of the person. [2]. Therefore a 

technique that predicts their event even a few minutes ahead, 
may possibly save lives. 

 

Many cardiac related events for detection and prediction 
methods have evolved and recorded in the literature. Shen et al. 
[3] had devised a ECG acquisition system to acquire the ECG 
recordings of 20 normal people. Along with this, MIT-SCD 
database of SCA affected patients was used as abnormal data. 
They applied Wavelet analysis to normal as well as abnormal 
ECG to detect SCD events which resulted in an accuracy of 
87.5 %. They used artificial neural networks like least mean 
squares technique to predict SCD events with 67.44% accuracy. 
Other neural networks like decision based and back 
propagation neural network were also used which produced an 
accuracy of 58.14% and 55.81 % respectively.  

Elias Ebrahimzadeh et al. [4] had extracted features from 
HRV of ECG signals, viz., linear, time-frequency, nonlinear 
features to predict the risk of SCD using K-nearest neighbor 
and multi-layer perceptron neural network techniques. Their 
results show that when time-frequency features are combined 
with nonlinear features, better accuracy is obtained in detecting 
the SCD events. Yongquin Li et.al [5] have used wavelet 
transformation to predict cardiac arrest with accuracy of 78%.  

Sheela et.al [6] have used HRV signals and support vector 
machines for predicting SCA by classifying subjects as normal 
or abnormal. They obtained an accuracy of 88%. Mitra, A.K. et 
al [7] used a time-frequency analysis approach to predict 
prenatal abnormalities, from the spectrograms of normal and 
abnormal fPCG, obtained using Short Time Fourier Transform 
(STFT). STFT assumes that the signal being considered is 
piecewise stationary and is also limited by window length with 
regard to the resolutions of time and frequency. 

  Karimi Moridani, M et al. [8] extracted non-linear features 
from return map by plotting it from HRV signals, and 
showcased the possibility of predicting the mortality of 
cardiovascular patients admitted in ICU. In this paper, a method 
to predict the onset of ventricular fibrillation, leading to sudden 
cardiac arrest, by applying empirical mode decomposition 
directly on ECG signals is presented. 

Almost all the natural, physiological signals are chaotic and 
are characterized by non-linear and non-stationary features. 
ECG is one such bioelectric signal having both of these 

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181http://www.ijert.org

IJERTV5IS100234

Vol. 5 Issue 10, October-2016

(This work is licensed under a Creative Commons Attribution 4.0 International License.)

Published by :

www.ijert.org 276



mentioned features. Researchers, [9-12] have studied the 
dynamics of the human heart, ECG signals, along with 
Lyapunov exponents and shown that heart is a chaotic system. 
Therefore the ECG signals generated from this system must 
also be chaotic in nature which has been tested using the 
Lyapunov exponent values. Hilbert-Huang transform is one 
such novel technique for analysing non-linear as well as, non-
stationary signals, developed by Dr. Huang et al. [13, 14].  

The upcoming section of this paper discusses about the 
Hilbert Huang transform technique of signal synthesis. Section 
III portrays about the data used for analysis, the methodology 
and the results obtained. Finally Section IV summarizes and 
gives the conclusion. 

II. HILBERT-HUANG TRANSFORM 

Dr.Huang et.al [13] had developed a mathematical 
technique to analyse signals that are nonlinear as well as 
nonstationary. This technique is called as Hilbert Huang 
Transform. It generates a time-frequency plot of the signal 
under analysis, by applying the Empirical Mode decomposition 
(EMD) and Hilbert Spectral analysis. When EMD is applied to 
the input signal, a set of signals called as IMFs are obtained. 
The resultant number of IMFs depends on the input signal. 
Once these IMFs are obtained, time-frequency plot is 
constructed by applying Hilbert Transform on every obtained 
IMF. The details of the two steps are elaborated in the 
upcoming subsections. 

A. Empirical Mode Decomposition (EMD) 

In the process of obtaining a time-frequency plot via HHT, 

EMD procedure is first applied to the input signal that breaks 

down the input signal into a set of signals known as Intrinsic 

Mode Functions (IMFs).The resultant decomposed signal, 

obtained via EMD can be said to be an IMF if they satisfy 

certain criteria viz, [13] 

1. The amount of zero crossing and extrema’s may be the same 

or may differ at most by one. 

2. The mean should be zero for the upper and lower envelope. 

The process of decomposing the input signal into a set of IMFs 

is an empirical procedure, commonly called as sifting process. 

The procedure is listed below along with flow chart in 
figure 1. 

1. Positions of the local maxima’s and local minima’s in the 
given input signal X (t), are identified. 

2. Cubic spline interpolation method is used to produce an 
envelope by interpolating the local maxima’s to produce an 
upper envelope. Similarly the lower envelope is generated. 
From these two envelopes, a mean envelope is also calculated. 

3. The mean envelope is subtracted from the input signal, to 
obtain an intermediate signal say h1 (t) and this intermediate 
signal may sometimes satisfy the IMF criteria. However, the 
iteration is still continued since the mean enveloped may not be 
the actual mean, when the input signal is noisy with inherent 
overshoots and undershoots. Therefore, h1 (t) is considered as 
input signal and the iteration is continued k number of times, 
until IMF criteria is satisfied. 

4. During the iteration process, the Kth iteration may satisfy the 
IMF criteria, and this is assigned as first IMF, C1 (t) = h1k (t). 

5. The residue is calculated from the first IMF, by subtracting 
the first IMF from input signal, i.e. residue, r (t) = X (t) - C1 (t). 

6. Now the residue becomes the new input signal and the 
sifting process is continued, to get next set of IMFs. 

7. This procedure is continued until the stoppage criterion is 
met or it is stopped when no further IMFs can be extracted 
from the residue. 

 
Figure 1 Flow chart of EMD sifting process 

 

Since the EMD process, is a decomposition of the input 
signal, it can always be reconstructed back. Mathematically it 
can be written as shown in the below equation. 

𝑋(𝑡) = ∑ 𝑐
i

𝑛 

𝑖 = 1

(𝑡) + 𝑟
n
 (𝑡) 

(1) 

C1 (t), C2 (t)…Cn (t) are the IMF’s and rn (t) is the residual 
component. 

B. Hilbert Spectral Analysis 

Once the EMD procedure decomposes the input signal in to 
a set of IMFs which are named as, C1 (t), C2 (t)…Cn (t) and 
residue, Hilbert Transform is used and applied on every IMF. 
Mathematically this can be written as, 
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𝑍𝑖(𝑡) =
1

𝜋
∫

C i 
(τ)𝑑𝜏

𝑡 − 𝜏

∞

−∞

 
(2) 

 

With the help of every IMF and the result of application of 
Hilbert Transform, an analytical signal can be formed as shown 
below: 

            Vi (t) = [Ci (t) + Zi (t)] = a(t) 𝑒−𝑖𝜃𝑡                 (3) 
 

The property of Hilbert Transform helps in producing an 
orthogonal signal from which an analytical signal is formed. 
The corresponding amplitude and its phase can be written as, 

 

𝑎(𝑡) = √Ci (t)2 +  Zi (t)2
 ; 

𝜃𝑖(𝑡) = tan−1 Zi (t) 

Ci (t)
  

And the Instantaneous frequency, 

 

 𝜔𝑖(𝑡) =
𝑑𝜃𝑖(𝑡)

𝑑𝑡
  (4) 

 

Once the instantaneous frequency is obtained, with the help 
of time and amplitude of the input signal, the time-frequency 
graph is plotted and the dynamics of the non-stationary and 
nonlinear signal are observed. 

III. METHODOLOGY 

The overall flow followed in this paper for the prior 
prediction of onset of the ventricular fibrillation leading to 
sudden cardiac arrest is shown in the figure 2 and figure 3. The 
analysis and results are obtained using MATLAB. 

A. Data 

A set of normal ECG signals are taken from MIT-BIH 
Normal Sinus rhythm database [15]. This database has the ECG 
recordings of 18 patients who did not have any arrhythmic 
events. This database had a total of 18 normal ECG signals, out 
of which 9 were taken as training data and the rest 9 as test data. 

Similarly the ECG signals of the patients prone to sudden 
cardiac death are taken from MIT-Sudden cardiac Death Holter 
Monitor database [16] which totally has 23 Holter monitored 
recordings. Most of the patients in this database had an actual 
cardiac arrest with all the patients experiencing sustained 
ventricular tachyarrhythmia [16]. There were 19 patients with 
a Ventricular fibrillation (VF), and their VF onset time were 
available.  

Therefore the first 18 ECG signals were used as the data for 
training and prediction of sudden cardiac arrest. Among the 18 
SCA prone ECG signals, 9 were taken as training data, and 
remaining 9 as test data. Therefore, 36 ECG signals (18 from 
normal case and 18 from abnormal case) were used for analysis 
via HHT and SVM classifier. 

 
Figure 2 Methodology for prediction of sudden cardiac arrest 

 

Figure 3 Methodology for prediction by SVM classification 
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B. Pre-Processing of the signal 

The MIT-SCD database has ECG recordings of the subjects 

who experienced SCA. Figure 4 indicates the occurrence of 

sudden cardiac arrest in the mid portion of the 10 second ECG 

interval. As the PHYSIONET database has the onset time of 

Ventricular fibrillation of the subjects, five such sets of one 

minute ECG intervals are collected, prior to 10 minutes, before 

the onset of ventricular fibrillation (i.e. the first set being, the 

eleventh minute, second set being the twelfth minute and so on 

up to fifteenth minute with every set duration being only one 

minute). 

 

 

Figure 4: ECG of patient at the occurrence of cardiac arrest 

 
Figure 5 :First minute and second minute ECG interval prior to 

onset of V.F. 
 

Figure 5 shows an example of first and second minute ECG, 

prior to the occurrence of V.F. In similar fashion, the five sets 

of ECG mentioned earlier (eleventh minute to fifteenth minute), 

is collected for pre-processing them. 

In case of normal ECG signals, five sets of random, one minute 

ECG signals are collected. These raw ECG signals (normal and 

abnormal) acquired from their respective databases are not in 

physical units (mV) and hence they are converted into the 

physical units by subtracting base and diving by gain value.  

These values are given in the respective PHYSIONET 

databases. 

 

 

 

Once they are converted to physical units, it is de-noised using 

a bandpass filter (5-30 Hz) to remove any high frequency 

motion artifacts, base line wandering, noise due to power line 

interference. The de-noised ECG signal of an abnormal subject 

is shown in figure 6. 

 

 
Figure 6 De-noising of ECG signal 

C. IMFS Extraction From ECG By Empirical Mode 

Decomposition 

The de-noised ECG signal of both the normal and abnormal 

subjects are broken down by using the EMD into a set of IMFs. 

The lower IMFs extract the fast changing high frequency 

content of the signal and higher IMFs extract the slow 

changing low frequency content of the signal. This is evident 

from the IMFs obtained from the normal ECG sample as 

shown in figure 7. Empirical mode decomposition was applied 

to a normal ECG signal and 11 IMFs were obtained, but only 

the first 8 are shown in figure 7. Since the first IMF captures 

the most vivid properties in the signal, it is used for further 

analysis. 
  

D. Feature Extraction and Classification 

For a good classification accuracy, selection of proper features 

from the processed ECG signal plays a vital role. Elias 

Ebrahimzadeh et.al [4] had shown that better accuracy was 

obtained by using both the time-frequency and nonlinear 

features. Hence in this paper, two non-linear features are 

chosen, namely ‘Spectral Entropy’ [17] and ‘Lyapunov 

Exponent’ [18] to extract the most distinctive properties of the 

signal.   
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Figure 7: First 8 IMF's Of Normal ECG Signal Obtained By Empirical 

Mode Decomposition 
 

A positive lyapunov exponent points that the system could be 

chaotic [8]. Assuming that, if we consider, two close points in 

phase plane, at time t=0, and at time, t; and the distances 

between the two points in ith direction, being ||δxi(0)||   &  

||δxi(t)|| respectively [8]. 

 

Then, Lyapunov exponent ε , [8], is the rate of growth, of the 

initial considered points. 
 

𝜀 = lim
𝑡→∞

1

t
log2

||𝛿𝑥𝑖(0)||  

||𝛿𝑥𝑖(𝑡)|| 
 

(4) 

 

Suppose, we have a finite discrete random variable X, with 

their probability mass function as P (Xi), then, spectral entropy 

[18] equation is represented as 
 

𝑆𝑝𝑒𝑐𝐸𝑛 = − ∑ 𝑃(𝑥𝑖) log 𝑃(𝑥𝑖)

𝑛

𝑖=1

 
(5) 

 

R.J.Owens et.al [19] had used a feature namely ‘weighted 

frequency’ to classify seizures in EEG signals with 94% 

accuracy. The weighted frequencies [19] is defined as, 

 

𝑓 =
∑ 𝑎(𝑖)𝑓2(𝑖)𝑘

𝑖=1

∑ 𝑎(𝑖)𝑓(𝑖)𝑘
𝑖=1

 (6) 

 

In this paper, the effectiveness of predicting SCA, based on 

these features, that are extracted from the first IMF of both the 

normal ECG and the Sudden cardiac arrest prone ECG are 

studied. Once these three features are extracted, SVM 

classifier is used to train and classify the test data. 

 

IV. RESULTS AND DISCUSSION 

The ECG signals for normal and cardiac arrest prone cases are 

taken from the PHYSIONET database. One minute intervals 

of ECG were extracted from these signals and three features 

(lyapunov exponent, spectral entropy, weighted frequency) 

were extracted from training ECG data for five sets. The first 

three sets are listed in Figure 8, Figure 9 and Figure 10.  First 

SVM classifier was used to train with help of these data. 

Similarly, the above three features were also extracted from 

the test data of both the normal and SCA prone ECG. The first 

SVM classifier was used to classify the unknown ECG signals 

taken from test data, in order to predict which ECG signal are 

prone to SCA. The classification accuracy, sensitivity & 

specificity of the first SVM classifier is shown in the Table 1. 

 

Once the first stage classification is over, depending on the 

output of the first SVM classifier, the second stage of SVM 

classifier runs. If the first stage SVM classifier is abnormal, 

then the second SVM classifier classifies and predicts the 

approximate time of occurrence of V.F., based on the training 

data set. The second SVM classifier is trained in prior with the 

help of training features collected from both the normal and 

abnormal ECG signals. For the case of second SVM classifier, 

it is trained only for two sets viz., features extracted from ECG 

signal taken 10 minutes prior to V.F. and 15 minutes prior to 

V.F. The results of the second SVM classifier, for the two 

cases of test data, namely 10 minutes prior to V.F. and 15 

minutes prior to V.F. is shown in Table 2. 

 

 

Figure 8 Feature distribution of normal and SCA prone ECG (First Set) 
 

Also a comparison of the method used in this paper with the 

other techniques followed in the literature using the same 

MIT/BIH SCD database, is done in Table 3.  
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Figure 9 Feature distribution of normal and SCA prone ECG (Second 

Set) 

 
Figure 10 Feature distribution of normal and SCA prone ECG (Third 

Set) 
Shen et al. [3] had used the same MIT-SCD database from 
PHYSIONET to predict the SCD events using artificial neural 
networks. The classification accuracy obtained were 67.44 % 
using least mean square (LMS) algorithm. Another researcher 
Ebrahimzadeh et al [4] had used k-nearest neighbours and 
Multilayer perceptron (MLP) neural network, for predicting the 
occurrence of V.F. Results obtained were 83.93% using MLP 
before 4 minutes of occurrence of V.F. In both the above 
mentioned papers, the occurrence of V.F. of SCD prone ECG 
were known and the same were being fed to the neural 
networks. In this paper, using Empirical Mode decomposition, 
it was possible to use ECG signals directly and with the help of 
the decomposed first IMF, prediction of SCD events by 
classifying the ECG signals as Normal or Abnormal was 
achieved. The ECG signals prone to SCD collected were 15 
minutes or 10 minutes before occurrence of V.F. The 
classification accuracy of 95% was obtained using first SVM 
classifier. Once the ECG signal was classified as Abnormal, 
another SVM classifier was used in an attempt to predict the 
exact occurrence of V.F. using a second SVM classifier (i.e. 
within 10 minutes or 15 minutes to V.F.). 

 

 

Table 1 Performance of the first SVM classifier 

Data Set 
Classification 

Accuracy 
Sensitivity Specificity 

11 minutes before 

SCA 
100% 100% 100% 

12 minutes before 

SCA 
88.88% 88.80% 88.80% 

13 minutes before 

SCA 
94.44% 100% 90% 

14 minutes before 

SCA 
100% 100% 100% 

15 minutes before 

SCA 
94.44% 100% 90% 

 

Table 2 Performance of the second SVM classifier 

Data Set Classification Accuracy 

10 minutes before SCA 33.30% 

15 minutes before SCA 55.50% 

 

Table 3 : Comparison of techniques in the literature for classification 
accuracy  

Method Technique followed Accuracy 

obtained 

Time of 

Prediction  
(Minutes 

before 

occurrence of 
SCA) 

Shen et. al. LMS algorithm 

based Neural 
network 

67.44% Two minutes 

before SCA 

Ebrahimzadeh 

et al. 

MLP and 

Combinational 

features space 

83.96% Four minutes 

before SCA 

Proposed 

Method 

EMD and SVM 

classifier 

94.4% 15 minutes 

before SCA 

V. CONCLUSION 

This paper proposed the use of Hilbert-Huang transform for 
prediction of sudden cardiac arrest using the ECG signals. The 
IMF’s of normal and cardiac arrest prone ECG signals were 
extracted by empirical mode decomposition. The first IMF was 
selected and 3 novel features were extracted from it. Based on 
these extracted features, first SVM classifier was able to 
classify the given unknown ECG signal as with 95 % average 
accuracy rate. The second SVM classifier is capable of 
predicting the approximately the occurrence of SCA for two 
cases viz., 10 minutes or 15 minutes prior to onset of V.F. 
Hence these results are encouraging in preventive treatment of 
such cardiac arrest cases, and could be used for real time testing 
of a person’s health condition and potentially save many lives. 
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