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Abstract— In this report a simple and novel fast Block 

Matching Algorithm (BMA), called Adaptive Rood Pattern 

Search (ARPS) is being presented. The Algorithm contains 

two sequential search stages:1) Initial Search and 2)Refined 

Local Search. For each Macro Block (MB), the initial search 

is performed once at the beginning in order to find a good 

starting point for the follow-up refined local search. By doing 

so unnecessary intermediate searches and the risk of being 

trapped into local minimum matching error can be reduced in 

the long search case. For the Initial Search stage an adaptive 

rood pattern (ARP) is proposed, and ARP size is dynamically 

determined from each MB, based on the available motion 

vectors (MVs) of the neighboring MBs. In the refined local 

search stage a unit rood pattern size is exploited repeatedly.   

The flow of this report starts with the introduction, which will 

be followed by the detailed explanation of algorithm and then 

finally ending with MATLAB simulation results, proposed 

architecture, conclusions and future work. 
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I. INTRODUCTION 

Ever since the development of video compression 

algorithms, there was a much concern about the motion 

estimation algorithms, because they are the one’s which 

help in achieving the video compression to the most.  As 

the time past cardinal Motion Estimation algorithms came 

into existence of which one class of algorithms called 

Block Matching Algorithms(BMA) has been widely 

adopted by current video coding standards such as H.264, 

H.261, H.263,  MPEG-1,  MPEG-2, MPEG-4 due to its 

effectiveness and simplicity of implementation.   

The most straightforward BMA is the full search (FS) 

which exhaustively searches for the best matching block 

within the search window. However FS yields a very high 

computational complexity and makes ME the main bottle 

neck in the real time video coding applications. Thus using 

a fast BMA is indispensible to reduce the computational 

cost. Among the fast BMA algorithms the most popular 

ones are 1) 3 Step Search (3SS)     2) 4 Step Search (4SS) 

3) Diamond Search (DS). The various variants of the above 

mentioned searches also exists such as New 3SS, Large DS, 

Small DS etc., Apart from the above mentioned fast BMAs  

one more recently developed search was Adaptive Rood 

Pattern Search(ARPS). This report mainly aims in proving 

ARPS as better over Diamond search, Gradient block 

search, Full Search in terms of Number of search points, 

Number of computations, but maintaining PSNR values in 

close to the FS,DS and better over Gradient block search. 

The simulations were performed on MATLAB 7.2. This 

report also gives information regarding the proposed 

architecture. The HDL used for the architecture 

development is VERILOG and the synthesis tool used is 

the Xilinx ISE version 9.2. 

II. ADAPTIVE  ROOD  PATTERN    SEARCH  

A) Overview 

       The Speed and the accuracy of the motion estimation 

algorithms depends on the size of the search pattern and the 

magnitude of the target MV, as the small search patterns 

are useful in detecting small motions but they tend to trap 

into the local minimum while detecting the large motions, 

on the other hand the large motion vectors can easily detect 

the large motions but they tend to go for unnecessary 

searches when detecting the small motions. Hence it is 

desirable to use different search patterns according to the 

estimated motion behavior (in terms of the magnitude of 

motion) for the current block. This boils down to two 

issues required to be addressed: 1) How to predetermine 

the motion behavior of the current block for performing 

efficient ME? and 2) What is the most suitable size and the 

shape of the search pattern(s)? 

 Regarding the first issue, in most cases adjacent 

MBs belonging to the same moving object have similar 

motions. Therefore the motion vector for the current MB 

cab be reasonably predicted from the neighboring MVs in 

the spatial or temporal domains. As for the second issue we 

use two types of search patterns. One is adaptive rood 

pattern (ARP) with adjustable rood arm (thus, pattern size), 

which is dynamically determined for each MB according to 

the predicted motion behavior. Note that the ARP will be 

exploited only once in the beginning of the MB search. 
The objective is to find a good starting point for the 
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remaining local search so as to avoid unnecessary 

intermediate search and reduce the risk of being trapped 

into the local minimum in case of long search path. The 

starting point identified is hopefully as close as to the 

global minimum as possible. If so then, a small fixed size 

search pattern will be able to complete the remaining local 

search quickly. Note also that this small search pattern will 

be used repeatedly unrestrictedly until the final MV is 

found. 

 
B)  Prediction of the Target MV 

 

       In order to obtain the accurate MV prediction of the 

current block two factors need to be considered: 1) Choice 

of the Region Of Support (ROS) that consists of the neigh 

boring blocks whose MVs are used to calculate the 

predicted MV, and 2) algorithm used to construct the 

predicted MV. 

       In the temporal region the block in the reference frame 

at the same position as that of current block in the present 

frame is a straight forward choice as a temporal ROS 

candidate. However, the neigh boring blocks from the same 

reference frame can also be used for prediction. However 

there would be a large requirement of memory if such a 

kind of operation is performed, as the MV information of 

the complete reference frame should be stored.  So the 

choice of temporal prediction will be eliminated due to the 

huge memory requirement and computations. The other 

way possible is to go for the spatial prediction. Usage of 

the already calculated i.e the neigh boring blocks MVs as a 

source for prediction will be a good option. It is the only 

possible way to have less memory requirement.  The 

concept of Region of Support(ROS) is used for the 

prediction of current block MV. There are 4 kinds of ROS 

possible. They are as follows. 

 

 
 

 

 
 

 
                 Fig. 1  Types Of Region Of Supports 

        TYPE A ROS  covers all the four neighboring blocks 

and TYPE B is the prediction ROS that is adopted in some 

international standards such as H.263 for the differential 

coding of the MVs. TYPE C composed of the two directly 

adjacent blocks, TYPE D consists of only one adjacent 

block that is left of the current MB.  Experiments on 

various types of ROCs is being done and it was observed  

that they yield fairly similar results with a difference of less 

than 0.1 DB in PSNR and 5%  in the number of search 

points. Hence it is wise to choose TYPE D  kind of  ROS 

hence it requires only one  motion vector for prediction. 

 
C) Selection Of Search Patterns 

1) Adaptive Rood Pattern- For initial Search:   The shape 

of the rood pattern is symmetrical that is shown in the 

figure 2. The main structure of ARP takes the rood shape, 

its size refers to the distance between center point and the 

any of the other vertex point. The shape of the rood shape 

is determined on the basis of real world motion sequences. 

For most of the sequences it was observed that the motion 

vector distribution was mostly in horizontal and vertical 

direction than in other directions, since the camera 

movements are mostly in those direction. Since the Rood 

pattern spreads in both the Vertical and Horizontal 

directions it can quickly detect the motion vectors and also 

can able to jump directly into the local region of the global 

minimum. Secondly, any MV can be decomposed into one 

vertical MV component and one horizontal MV component. 

For a moving object which may introduce motion in any 

direction the rood shaped pattern can atleast detect the 

major trend of the moving object which is the desired 

outcome of the initial search stage. Furthermore ARP’s 

Symmetric shape is advantageous in terms of hardware 

implementation.  

       In addition to the four search point it would be better 

to include the position of the predicted motion vector, that 

aids in the termination in the initial search stage only if the 

predicted MV matches with the target MV.So in total there 

will be 6 search points in the initial search stage and then 5 

points for the further refinement process. The search pattern 

that will be used in the initial search stage is shown in the 

fig 2. 

In this method the Rood arm length will be equal to the 

size of the predicted motion vector for the initial search 

stage, and the four arms are of equal length. 

Mathematically it can be expressed as follows. The size of 

the ARP, Ѓ is 

Ѓ = Round MV predicted 

  =  MV
2
predicted(x) + MV

2
predicted(y))] 
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                             Fig. 2 Adaptive Rood Pattern 

 

Where the MVpredicted(x) is the x-component of the 

predicted motion vector and the MVpredicted(y) is the y-

component of the predicted motion vector. Operator round 

performs the rounding operation to the nearest possible 

integer since the displacement can be in terms of the 

integers. 

       The above equation involves quadratic computation, 

which is a time consuming process. In terms of hardware 

implementation it is suggested to not include square root 

kind of operations. In this concept of motion estimation we 

need to   speed up the process as far as possible so that we 

can meet the desired frame rate. Instead of the Square root 

operation, in order to maintain the hardware complexity 

less the greater of the magnitudes of the x and y 

components  taken as the size of the Rood arm. That is  

Ѓ =  Max(|MVpredicted(x)|,| MVpredicted(y)|). 
 

It should be kept in mind that the TYPE D kind of ROS 

cannot be used for all MBs, because there will be some 

MBs where there will be no left neighbour. So in that case 

the ARP with rood arm length of 2   (Ѓ = 2) is suggested, 

by taking the reference of Large Diamond Search Pattern, 

which has fairly a good amount of performance. Also 

larger MVs are not preferred as the boundary MVs mostly 

belong to the static background, which do not contribute 

larger MVs.  

2) Fixed Pattern – For Refined Local Search:   In the 

initial search the adaptive rood pattern directly leads to the 

new search position which is somewhere around global 

minimum, which avoids the unnecessary search points in 

the intermediary search path. Since there is no chance of 

getting trapped into the local minimum we can use the 

fixed pattern for identifying the global minimum. The 

minimum error point in the first step is used to align as the 

centre of the fixed pattern in the second step. This process 

will be followed until the point of minimum error is the 

centre of the present iteration’s search pattern. Two types of 

fixed patterns were proposed. The first one was the 3x3 

square pattern as was proposed in the Small Diamond 

Search Pattern (SDSP). The second pattern  consists of a 

Unit size rood arm pattern. The experimental results 

conducted by [1] showed that the 3x3 square pattern yields 

similar PSNR when compared to the Unit rood arm pattern 

but 40% to 80%  more number of search points. This 

demonstrates the efficiency of the Unit Rood Arm Pattern. 

The proposed fixed patterns are shown in the fig 3. 

 

D) Summary of the ARPS method 

 

Step 1:- Compute the matching error(SADcentre) between 

the current block and the block at the same location in the  

reference frame(i.e centre of the current search window). 

If the current block is the left most  

Ѓ = 2; 

Else 

Ѓ =  Max(|MVpredicted(x)|,| MVpredicted(y)|) 

Go to step 2 

Step 2:-  Align the centre of ARP with the centre point of 

the search window and check its 4 points and the position 

of the predicted motion vector to find the minimum error 

point. 

Step3:- Set the centre point of the unit size rood pattern at 

the minimum error  point found in the previous step and 

check its points. If the new minimum error point is not 

incurred at the centre of the unit rood pattern repeat this 

step otherwise, MV is found corresponding to the 

minimum error point in the current step. 

 

                  
           

                      Fig 3:- Proposed Fixed size Patterns 
In this implementation of the algorithm a flag is 

maintained which takes care of the already computed 

search points, so that redundant computations can be 

avoided and hence speeding up the process. 

 

III) EXPERIMENTAL RESULTS 

 

Simulation of this algorithm has been performed 

using the MATLAB 7.2 version software. I did the 

comparison of ARPS with the 3SS and the FS algorithms, 

in terms of the PSNR, number of search points and the 

number of SAD computations. The test frames that were 

applied were of HDTV frames of 720p and 1080p 

resolution. The simulation was performed by considering 

one starting original frame and a series of 14 frames were 

predicted using the first original frame.  

                    AVARAGE  PSNR(in DB) 

 

Video 

Name 

ARPS DS GDS FS 

Stock 

Holm 

30.54 31.20 29.8 31.3 

MobCal 32.85 33.43 33.45 33.46 

Sheilds 27.56 28.35 25.35 29.31 

ParkRun 19.44 21.81 19.20 20.91 

International Journal of Engineering Research & Technology (IJERT)

Vol. 1 Issue 7, September - 2012

ISSN: 2278-0181

3www.ijert.org



 
AVARAGE NUMBER OF SEARCH POINTS PER 

BLOCK 

Video 

Name 

ARPS DS GDS FS 

Stock Holm 10.56 12.2 15.8 225 

MobCal 6.40 9.25 9.63 225 

Sheilds 15.40 14.26 19.85 225 

ParkRun 10.53 12.07 15.45 225 

 
IV) ARCHITECTURE 

 

1) Principle Of Belongingness: 

      The proposed architecture is primarily based on the principle 

of belongingness. The principle of belongingness can be stated as: 

The pixel belongs to a particular search point if its position is 

within the boundary of the search point, where boundary size is 

equal to the size of the macro block.  

       For every pixel this belongingness is exploited w.r.t every 

search point and a header is added to the pixel. The information 

regarding the belongingness will be present in the header. Here 6 

bit header is added to the pixel information and this 14 bit data is 

broadcasted to all the processing elements (PEs).Each bit in the 

header corresponds to the search point. As a maximum of 6 

search points will be there in any iteration, 6 bit header is used in 

the proposed architecture. Now the 14 bit information is 

broadcasted to 6 PEs and a checker will be present before the PE, 

it will check whether a particular pixel will belong to the 

particular search point (SP) for which the PE is mainly concerned 

about. If it belongs then the data is forwarded and the 

corresponding current block(CB) information is extracted from 

the FIFO, which is followed by the calculation of Sum of 

Absolute 
 

2) Architectural aspects 

    The proposed architecture is divided into 5 sections. 

a) Search Area(SA) section 

b) Header generation section 

c) Processing Element(PE) section 

d) Current block(CB) section 

e) Controller section 

The following sections will be explaining each and every section 

in detail. 

a)Search Area section 

         In the proposed architecture, SA for the CB is brought into 

the on chip memory dedicated to the SA as and when required. 

The concept of Half search area (HSA)[] is used in the proposed 

architecture. Tha main aim of the concept of HSA was to reduce 

the I/O bandwidth and utilize the overlap between the 

search areas of adjacent CBs(see fig 4). 

       An HSA buffer stores an HSA block(30x16) which is 

larger than real half search area(30x15). The extra column 

is for filling the gap between search areas of different tasks. 

Fig 5 illustrates the operations of the three HAS buffers. 

When executing task 0(matching current block 0), PE’s 

access search area pixels from HAS 0 and 1. 

 Current blocks(16x 16)     HSA blocks(30x16) 

 

0                          

      0       

1 

     1              

2 

      2 

3 

     3 

4 

     4  

5          

                         Search area of  CB0 (Task 0) 

                                                Search area of CB1(task 1) 

 
                  Fig. 4 Search areas of adjacent current blocks. 

 
 T0 T1 T2 T3 T4 T5 T6 

HSA Buffer0 

 

0 3 3 3 6 6 6 

HSA Buffer 1 

 

1 1 4 4 4 7 7 

HSA  Buffer 2 

 
2 2 2 5 5 5 8 

Fig.5 Contents of the three half search area buffers (write 

operations are marked by small frames) 

        During these 256x3 clock cycles, the HAS buffer 2 is 

being filled by the right half of the search area for task 

1(HAS block 2). In the next 256x3 clock cycles, search 

area pixels are accessed from the HAS buffers 1 and 2 for 

executing task 1, 

and new data are input to buffer 0.  

b) Header generation section: 

      The main aim of this section is to exploit the 

belongingness and set the appropriate fields in the header. 

The structure of the header along with the pixel 

information will                be as follows. 

Header           Pixel Value 

 

The task of header generation is accomplished by using 

Bitset array, which will develop boundaries and checks to 

see whether a pixel falls into the boundaries of any of the 

search    points based on its position. For example, if a 

search point is within the boundaries of 2 search points top 

and bottom then the corresponding bit fields of the top and 

bottom are set. There is a possibility that the SPs can go 

outside the search window, in such a case the calculation 

with respect to those SPs  should be disabled which is done 

by the 5 signals Top_en, Bot_en, Left_en, Right_en, 

Center_en. The inputs Top_en, Bot_en, Left_en, Right_en, 

Center_en along with the checking of belongingness used 

to set the bit fields in the header.  

c) PE Section:  

         A PE is dedicated for each search point. As there are 

6 search points at a maximum in a single iteration, 

maximum of 6 PEs are required. A checker is present in 

between the bit set array and the PE, so if a broadcasted 

pixel falls within the boundaries of the SP, to which the PE 

is concerned then the checker will latch the pixel 

information and sends a FIFO_en 
  

Top_en 

 

Bot_en 
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Left_en 

 

Right_en                                                    Header(6)      

 

Center_en                                                                                                                                                       

 

Present_rc(1)                                            

 

Present_rc(2)                                      

 

 
Fig. 6 Pin diagram of Bit set array structure. 

signal to the corresponding FIFO in the CB section, which makes 

the corresponding CB data to get latched into a register. Then the 

PE element will do the required SAD calculation. At the end of 

the pixel in the search window when the final SAD calculation is 

done, the output’s are fed to the minimum position finder block 

which finds the minimum value and gives the minimum position 

which is useful for further processing. 
d) CB Section 
           Here an on chip memory for accessing the CB data. This 

CB data is copied into the FIFO’s sequentially pixel by pixel. 

Whenever the FIFO_en from checker gets activated the FIFO_en 

signal from the checkergets activated then the FIFO data gets 

latched into the register which is further fed into the PE.  

 

Header+Pixel value 

 

                                     FIFO_en                                                                                                                       

Checker 

 

 

       SA data latch 

 

 

Processing element 

 

 

 CB data latch 

 

 

         FIFO 

 
Fig. 7 Data flow for the computation of the SAD 

                                             FIFO_en                      

                                          (from checker) 

                                                                     

                                                           

 

 

                                                        

       

 
          

                        Fig. 8 Block diagram of  CB Section 

 
e) Controller section 
       The controller generates necessary control signals to make 

all the blocks work synchronously. This is achieved by a FSM. 

The controller even has a frame boundary checker which is used 

to check whether a search point is within the search window. 

 
V)  CONCLUSIONS 

     From the experimental results it can be concluded that the 

ARPS is superior over Gradient descent search in performance 

aspects as well as in the number of search points,and fairly close 

in performance with respect to DS and FS and as well as faster 

than DS and FS. The main aspect of ARPS that makes it superior 

over GDS in performance and faster than DS and FS is its 

adaptability nature of rood arm, because if the current MB 

belongs to the same object to which its neighbouring block 

belongs, with help of predicted MV, the search can be terminated 

within the initial search stage itself. If we look on the other side of 

this aspect, that if current MB does not belong to the same object 

as its neighboring block belongs to then also the patterns search 

points in horizontal and vertical direction will be able to track the 

minimum errored position as it was observed by [1] that most of 

the motion will be in the horizontal and vertical directions. 
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