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       Abstract:- In deep submicron CMOS technology, power is 

a primary design constraint and it has skyrocketed due to 

more on-chip transistor count and high clock frequencies. To 

reduce power consumption, approximate circuit 

implementations have been considered as a potential solution 

in which strict exactness is not required. This paper presents 

the design and analysis of the inexact floating - point adder 

in TSMC 180nm technology. The proposed adder uses an 

inexact addition algorithm for mantissa addition and high 

speed circuitry for normalization. Performance comparisons 

with Exact Floating Point Adder reveal that the proposed 

Inexact Floating Point Adder(IFPA) occupies less area and 

consumes less power. The proposed IFPA is designed using 

Cadence Virtuoso 64 design environment and simulated 

using Cadence Spectre. The proposed inexact FPA finds 

extensive applications in image processing and error-tolerant 

applications where accuracy is not a prime concern.. 

 

Keywords :  Lower part Or addition ,CMOS, floating point 

adder, Dot product unit, mantissa. 

 
1 INTRODUCTION 

    
In present day portable applications, speed and power         

dissipation are the main important consideration in 

submicron CMOS design. The existing floating point 

adder requires more number of Transistors and consumes 

more power to get an accurate result. Floating-point 

addition is the most frequent floating-point operation and 

accounts for almost half of the scientific operation. 

Therefore, it is a fundamental component of math 

coprocessor, DSP processors,  embedded arithmetic 

processors, and data processing units. These components 

demand high numerical stability and accuracy and hence 

are floating- point based. Floating-point addition is a 

costly operation in terms of hardware and timing as it 

needs different types of building blocks with variable 

latency.The approximate multiplier with a lower power 

consumption and a shorter critical path than traditional 

multipliers is proposed for high-performance DSP 

applications was investigated in the paper[1] was 

proposed by Cong Liuaetall. Then the conventional digital 

hardware computational blocks with different structures 

are designed to compute the precise results of the assigned 

calculations was proposed by H. R. Mahdianietall [3]. 

Cong Liuaetall [2] proposed  that  the Approximate adders 

have been considered as a potential alternative for error-

tolerant applications to trade off some accuracy for gains 

in other circuit-based metrics, such as power, area and 

delay. Existing approximate adder designs have shown 

substantial advantages in improving many of these 

operational features. However, the error characteristics of 

the approximate adders still remain an issue that is not 

very well understood 

      Fang Fanget all (2011) proposed a a lightweight FP 

design flow that can optimize the bit-width 

configuration.To enable floating-point (FP) signal 

processing applications in low-power mobile devices, we 

propose a lightweight FP design flow that can optimize 

the bit-width configuration. The optimization considers 

both the hardware cost and the numerical precision. In 

addition, promising results on some real-world 

applications such as video coding and speech recognition 

demonstrate that lightweight FP signal processing will 

find more and more applications in low-power devices.[4] 

  This paper is organized as follows.Section 2 

provides background on Fixed point and floating point 

unit .Section 3 presents the design of the exact and inexact 

FP adders. Section 4 provides the information about the 

performance analysis of both inexact and exact floating 

point adder. Section 5 provides the application of the 

designed inexact floating point adder in the dot product 

unit. Finally, a conclusion is provided in Section 6. 
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2 BACKGROUND 

 

2.1 FIXED POINT UNIT 

 

A fixed point number has a specific number of 

bits (or digits) reserved for the integer part (the part to the 

left of the decimal point) and a specific number of bits 

reserved for the fractional part (the part to the right of the 

decimal point). No matter how large or small your number 

is, it will always use the same number of bits for each 

portion. For example, if your fixed point format was in 

decimal IIIII.FFFFF then the largest number you could 

represent would be 99999.99999 and the smallest would be 

00000.00001. Every bit of code that processes such 

numbers has to have built­in knowledge of where is the 

decimal point. 

 

2.2 FLOATING POINT UNIT 

 

The FP format typically contains a sign bit, the 

exponent and the mantissa fields (commonly represented as 

a string from left to right). It offers a higher dynamic range 

than a fixed­point format to represent real numbers. 

However, the FP hardware is both more complex and 

consumes significant power. A floating point number does 

not reserve a specific number of bits for the integer part or 

the fractional part. Instead it reserves a certain number of 

bits for the number (called the mantissa or significand) and 

a certain number of bits to say where within that number 

the decimal place sits (called the exponent). So a floating 

point number that took up 10 digits with 2 digits reserved 

for the exponent might represent a largest value of 

9.9999999 e+50 and a smallest value of 0.0000001 e­49. 

 

Table 2.1 No. of Exponent and Mantissa Bits for 

the IEEE 754 Basic and Extended FP Types 

 

 
 

3   FLOATING POINT ADDERS 

 

An adder, also called summer, is a digital circuit 

that performs addition of numbers. In many computers and 

other kinds of processors, adders are used not only in the 

arithmetic logic units, but also in other parts of the 

processor, where they are used to calculate addresses, table 

indices, increment and decrement operators, and similar 

operations. Although adders can be constructed for many 

numerical representations, such as binary­coded decimal or 

excess­3, the most common adders operate on binary 

numbers. In cases where two's complement or 

one‘scomplement is being used to represent negative 

numbers, it is 5 trivial to modify an adder into an adder–

subtractor. Other signed number representations require 

more logic around the basic adder. The description of the 

exact floating point adder are as follows: 

 Both the mantissa and the exponent are unsigned 

 Assume both inputs are normalized .before 

performing the actual addition of the two mantissa 

they must aligned.if the difference between the 

exponent is n,then the mantissa of the smaller 

exponent must be shifted right by n,thus the bits 

being added will have the same weight. 

 Note that the exponent of the result is not the sum 

of the two input exponents. Adding one exponent 

to another results in multiplication. 

 If after adding the mantissa there is overflow,the 

exponent must be adjusted accordingly and the 5 

most significant bits of the mantissa must be 

retained. 

 Building a saturating adder,meaning that if the 

result of the addition , meaning that if the result of 

the addition exceeds the maximum allowed 

number. It should output the maximum(1111 

1111) . 

 

3.1 DESIGN OF EXACT FLOATING POINT 

ADDER 

The existing floating point adder requires more 

number of Transistors and consumes more power to get an 

accurate result. Floating­point addition is the most frequent 

floating­point operation and accounts for almost half of the 

scientific operation. Therefore, it is a fundamental 

component of math coprocessor, DSP processors, 

embedded arithmetic processors, and data processing 

units.These components demand high numerical stability 

and accuracy and hence are floating­ point based. 

Floating­point addition is a costly operation in terms of 

hardware and timing as it needs different types of building 

blocks with variable latency. In floating­point adder 

implementation, latency is the overall performance 

bottleneck. A lot of work has been done to improve the 

overall latency of floating­point adders. 

 

 
Fig 3.1 Exact floating point adder  architecture 
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3.2 DESIGN OF INEXACT  FLOATING   POINT  

ADDER 

 

Traditional designs apply fully accurate computing to all 

types of applications; however, error­tolerant applications 

involving human intervention do not require full accuracy. 

So, it is possible to perform computation with inexact 

circuits; in these cases, inexact computing is an attractive 

approach to save power and area, it replaces the mantissa 

swap circuit with the 2x1 

 multiplexers. so the number of gates required for the 

inexact is very less and power consumption also very small 

and the Accurate floating point adder (FPA) has a rounder  

to round off the value at the end but in proposed inexact 

floating point adder (FPA) the rounder block was 

eliminated 

 

 
 

Fig 3.2 Inexact floating point adder architecture 

 

3.2.1 MANTISSA SWAP 

 

  Instead of mantissa swapping circuit in the 

accurate floating point adder architecture, some changes 

has been made in proposed architecture which contains 2x1 

multiplexer, 4×1 multiplexer and shifter. The output of the 

difference will contain 8 bits. The last 4 bits i.e., Least 

significant bits(LSB) will act as a selector signal for the 

shifter which is designed with twenty three 4×1 multipliers 

of 4 stage. This shifter will shift up to 15 bits in the 

mantissa .The 8 bits in the difference will get added by 

using OR gate and changed as a single control signal which 

will act as a selector for those two 4x1 multiplexer in the 

proposed architecture. 

 

1.If A is less than B, then the borrow will be 0 and 

difference will be some value. In this case operand A’s 

mantissa bits will get shift and loaded into corresponding 

multiplexer. Finally the multiplexer output will go to 

mantissa adder. 

 

2.If A is greater than B,then the borrow will be 1 and 

difference will be some value. In this case operand A’s 

mantissa bits will get shift and loaded into corresponding 

multiplexer. Finally the multiplexer output will go into 

mantissa adder 

 

3.If A=B, then the borrow and difference will become 

zero. Then no shift will takes place. 

 

3.2.2 MANTISSA ADDER 

 

The revised LOA adder can be used in the 

mantissa adder for an inexact design. Further, the inexact 

design in the mantissa adder has a lower impact on the 

error than its exponent counterpart in the lower data range, 

because the mantissa part is less significant than the 

exponent part. Therefore, an inexact design of a mantissa 

adder is more appropriate. The total number of mantissa 

bits is 23. In this design the first 11 most significant bits 

(MSB) are added by using full adder and last 12 least 

significant bits (LSB) are added by using OR gates. The 

mantissa adder is also designed by using lower ­part OR 

adder (LOA) method. The carry is generated from a11 and 

b11 by using AND gate and passed to a12 and b12 .By using 

this kind of method there is a possibility to reduce the area 

and power of the adder. 

 
Fig 3.3 Exact Mantissa Addition 

 

   In exact floating point adder ,all the 23 bits are added 

using the full adder but in the exact mantissa adder,the last 

11 bits are added using OR gate and the remaining bits are 

added using the full adder.So the requirement of the logic 

gates get reduces in inexact floating point adder. 
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Fig 3.4 Inexact Mantissa Addition 

 

4 PERFORMANCE 

The proposed floating point adder is designed 

using CADENCE VIRTUOSO 64 TOOL with TSMC 

180nm technology file .The performance results in terms of 

area, delay and power dissipation of proposed floating 

point adder are shown in Table 5.1 

Table 4.1 performance table 

 

From the Table 4.1 it is seen that the proposed 

floating point adder demonstrates the delay reduction of  

27.34 %  and 25.56% compared to exact and exisisting 

floating point adder. This is due to the modification in the 

inexact floating point adder architecture and elimination of 

mantissa swap circuit, rounder which reduces the number of 

gates and delay.the last 11 bits of mantissa are get added up 

by using Or gate.so the number of gates required to build the 

or gate got  reduced compared to full adder.therefore,it  

provides more efficiency compared to existing and exact 

FPA. 

5   IMPLEMENTATION OF INEXACT      FLOATING 

POINT ADDER IN DOT PRODUCT UNIT 

 The proposed inexact floating point adder is used 

in the design of calculating fused floating point four term 

dot product which is mostly used in the wide variety of 

graphics, digital signal processing (DSP) such as  complex 

multiplication and fast Fourier transform (FFT) and 

discrete cosine transform (DCT) butterfly operations  and 

statistical applications. The proposed design computes the 

four-term dot product in a single unit to achieve better 

performance and accuracy compared to a network of 

traditional floating-point multipliers and adders, which is 

very flexible. As a result, the area, latency and power 

consumption are reduced compared to the discrete design. 

 

 

Fig 5  Block Diagram of Fused floating point four  term Dot 

product unit 

It demonstrates the use of the Multiply and Add functions 

to perform the dot product. The dot product of two vectors 

is obtained by multiplying corresponding elements and 

summing the products. The floating point four-term dot 

product unit takes eight floating point numbers and 

computes the sum or difference of two products  as  

 

 
 

 

6. CONCLUSION 

The proposed work developed an approach for 

design and implementation of high speed and low power 

approximate FPA suitable for digital image processing 

applications . Extensive comparisons shows that the 

proposed inexact floating point adder performs well .this 

suggests the suitability of proposed FPA for high   speed 

portable VLSI implementation 

7  FUTURE SCOPE 

            The future scope of the proposed architecture using 

inexact design can include following work.The proposed 

design consumes low power and reduced critical path ,so it 

will be implemented in real time Digital image processing 

application 
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