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ABSTRACT 

 

This article present new set of features and method for 

recognizing hand gestures for American Sign Language 

(ASL) Finger-spellings. In this work, our aim was to design 

a system for ASL gestures’ recognition which can be used 

by wearable computer devices. We have used horizontal 

and vertical histogram of a binary image for recognizing 

different shapes of hand gestures. Then we are going to 

apply Hidden Markov  

Model (HMM) for classification of incoming gesture’s 

input data. Also, we need to implement these all in real 

time, that is, on video input.  

 

Index Terms— ASL Gesture Recognition, Finger-

spelling Recognition, horizontal-vertical histogram, HMM. 

 

I. INTRODUCTION 

HE RESEARCH in the field of  Gesture recognition has 

number of potential applications in HCI (human computer 

interface), VR(virtual reality), and in machine control in the 

industrial field. Most of the work related to gesture interface 

technique has been recognize as glove based gesture interface 

methods and vision based method. Gloves based method 

require user to wear a cumbersome device, and have lots of 

sensors and wires to connect the device to computer. In the 

starting phase (60‟s - 90‟s) of research related to gesture 

recognition lots of research has been perform for gloves based 

method due to unavailability of vision based method that time.  

 

Most of the work related to vision based method start in 

90‟s. Freeman W. [10] has presented an idea to control 

television through hand gestures. Thomas Huang and Ying 

Wu [3] present a very good survey on various vision-based 

gesture recognition techniques. Meaningful gestures can be 

classified as static hand postures and temporal gestures. Based 

on this, many techniques like recognition by modeling 

dynamics, modeling semantics, HMM framework [11, L 

4,5,6], neural network and many other techniques has been 

proposed. 

 

Human-machine interfaces are playing a role of growing 

importance as information technology continues to evolve 

quickly. Keyboards have been replaced by handwriting 

recognition in Palm, and Pocket PC PDAs. Moreover, some 

companies have developed some new cell phones to help deaf 

people communicate with another by hand gesture 

recognition. 

  

In our work, we focus on designing a system for American 

Sign Language (ASL) finger-spellings hand gesture 

recognition to be used by wearable computer devices. For this 

we are using back-view of user‟s hand. For this, we are using 

horizontal and vertical histogram of binary image as feature 

data.  

 

II. THEORY 

1) Sign Language: 

 

A deaf person cannot interpret spoken words, at least not by 

listening. He or she is highly depended on visual information. 

Sign languages have been emerged or invented to aid this 

visual communication. Unlike general gestures, sign 

languages are highly structured so that it provides an 

appealing test bed for understanding more general principles. 

However, there are no clear boundaries between individual 

signs, recognition of sign languages are still very difficult. 

 

Various variant of sign language are available for 

experimentation like American Sign Language (ASL), 

Japanese Sign Language (JSL), British Sign Language (BSL), 

German Sign Language (GSL) etc.. These Sign languages are 

different on the basis of their movements, number of hand 

involved, amount of dynamic-temporal information and 

amount of facial expressions required. The hands have very 

important role here, since there are countless combinations of 

finger poses and orientations.  

 

Various algorithms on static hand posture recognition and 

temporal gesture recognition are surveyed [3, 8]. HMM and its 

variants can be used in sign language recognition. Due to the 

complexity of gesture, machine leaning techniques seems 

promising in this task.  

 

2) Finger-spelling: 

 

Two approaches are there for sign language, some people 

use „alphabets of sign language’ to make words, whereas 

some use direct word gesture available in sign language. For 

example word “BABY” can be describe by one dynamic 

gesture, as well as it can also be describe using four finger-

T 
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spelling gestures correspond to „B‟,‟A‟,‟B‟,‟Y‟. Second way 

of representation called Finger-Spelling.  

In our work we need to investigate the task of recognizing 

sign language finger-spelling from video. Finger-spelling is 

used to spell words for which no sign exists e.g. proper names 

or technical terms, to spell words for signs that the signer does 

not know, or to clarify a sign unfamiliar to the „observer‟ 

reading the signer.  

 

3) Skin Color Detection: 

 

Color is one of the most discriminative cues in finding 

objects and is generally input as RGB information via CCD or 

video camera. The RGB color system is known to be sensitive 

to lighting conditions and has a high computing cost, since, 

RGB color system includes the mixed information of color & 

intensity. There are two alternatives for detection of skin color 

objects in an image: 

 By using template with skin color of a particular size and 

compare it with blocks of an image (template matching). 

But this will need processing of pixel by pixel. This 

method is also sensitive to brightness level of the image. 

 

 Another method [5], take help of color YIQ color model. 

In YIQ color model, Y-component is responsible for 

brightness level. Whereas color values are only located in 

I and Q- component. By studying YIQ-color model, we 

have find out that skin color pixel can be find out easily 

by I-component only. Figure (1) shows our assumption. 

We covert our image from RGB to YIQ by using 

following transformation matrix:  
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Figure 1: YIQ color space at Y=0.5 

 

 

4) Hidden Markov Model: 

 

HMM model a continuous process as a series of discrete state 

with state change probabilities. HMM are well suited for the 

classification of time varying signal that fulfill the Markov 

property. “The probability of a state in the future only depends 

on the current state but not on the past states”. 

 

In describing Hidden Markov Models [7] it is convenient first 

to consider Markov chains. Markov chains are simply finite-

state automata in which each state transition arc has an 

associated probability value; the probability values of the arcs 

leaving a single state sum to one. Markov chains impose the 

restriction on the finite-state automaton that a state can have 

only one transition arc with a given output; a restriction that 

makes Markov chains deterministic. A hidden Markov model 

(HMM) can be considered a generalization of a Markov chain 

without this Markov-chain restriction. Since HMMs can have 

more than one arc with the same output symbol, they are 

nondeterministic, and it is impossible to directly determine the 

state sequence for a set of inputs simply by looking at the 

output (hence the “hidden” in “hidden Markov model”). 

 

More formally, a HMM is defined as a set of states, one state 

is the initial state, a set of output symbols, and a set of state 

transitions. In context of gesture recognition, the state 

transitions represent the probability that a certain hand 

position transitions into another; the corresponding output 

symbol represents a specific posture and sequences of output 

symbols represent a hand gesture. One then uses a group of 

HMMs, one for each gesture, and runs a sequence of input 

data through each HMM. 
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III. METHODOLOGY ADOPTED 

We tried to make a system which is more computational 

efficient because we are designing our system for wearable 

computer which have limited resources for computation. In 

our methodology, we have divided our work in three parts as: 

image preprocessing, computation of features, and 

classification of data on the basis of mathematical model. 

 

1) Image Processing Task: 

 

As of now, we are interested in static hand posture analysis, 

the first task is to extract useful frame from video captured. 

For this task, we capture information about how much of 

motion is happening in the video by calculating frame 

difference and putting certain threshold over it.  

 

In any gesture recognition task first step is always 

segmentation and tracking of object. Here, our object is hand 

region. So, in our work, we have taken assumption that only 

moving skin color entity in seen is user‟s hand and all gesture 

alphabets need single hand actions only. By these two 

assumptions, we track out entity i.e. user‟s hand from seen by 

applying these following steps: 

 

Step1: Color system conversion from RGB to YIQ. 

Step2: Estimation of similarity measure between model and 

input regions. 

Step3: Thresh-holding similarity measures 

Step4: Noise removal and dilation. 

Step5: Detection of hand candidate region 

 

2) Feature Detection Task: 

 

Once we get the candidate frame and candidate region then 

we can move on to the task of feature detection. There are 

many features available for posture shape analysis.  Nielson 

et-al [12] used histogram of Hue, Saturation of skin and 

Hausdroff distance as features and Visual Memory System 

(VMS) for matching. Yoon, Yang et al. [5] used combined 

features of location, angle, velocity for their task. Mark 

Evergimtom [13] used HOG (Histogram of oriented gradient) 

for detection of British Sign Language Finger-spelling 

Recognition. Similarly, Gijis Molenaar et. al [14] used HOG 

for gesture recognition in their project „SONIC Gesture‟. 

Moment based Size function proposed by Frosini [19] also 

have been used by researchers [ref] for gesture shape analysis. 

Also, color glove based technique [Link-2] also seems very 

attractive. Also, Fourier Descriptor seems good descriptor for 

static shapes analysis, especially, for shapes having smooth 

boundaries. 

 

Our method is also doing shape analysis, but, we are using a 

heuristic approach for it. We are using vertical and horizontal 

histogram of binary image for shape description. The idea is, 

first, convert complete image in binary.  There will only one 

skin color object (due to preprocessing task) and some noise 

also, but noise are not in much quantity compare to main 

object (hand). Then we count the number of 1‟s (presence of 

hand region) row-wise and column-wise. We call row-wise 

representation of this as „horizontal histogram‟ and column-

wise representation as „vertical histogram‟. 

 

Now, we have information about object present in image, 

contain in two vectors (array). This means, we can represent 

shape of each gesture alphabet by two vector i.e. vertical 

vector, horizontal vector. Here size of horizontal array will be 

equal to number of rows in image; size of vertical array 

(vector) will be equal to number of column in image.  

 

Now, our problem is to comparing two 1-D arrays, (or, we 

can say two signals), rather than comparing two 2-D images. 

Also, two signals may be translated or scaled version of each 

other. By comparing horizontal histogram of input image to 

the horizontal information of image shape available in 

database, we can get knowledge about input image‟s 

horizontal information. Similarly, by comparing vertical 

histogram of input image to the vertical information about 

image shape available in database, we can get knowledge 

about vertical information of input image. In signal theory, 

there are some mathematical tools available to do this thing. 

Most general mathematical tool is ‘Correlation’. 

 

‘Correlation’ is measure of similarity between two function 

or signals. More the correlation, more those functions are 

similar. We have used cross correlation for our work. The 

general formula for cross correlation is: 

 

 
3) Classification Task: 

 

Classification is an important part of any recognition task. 

Generally, we have lots of data and we have to classify this 

data to the class this data is belonging to. For gesture 

Detection most of the researchers [3, 5, 6] used HMM (hidden 

Markov model) due to similarity of gesture task to speech 

recognition [11]. Some of the researchers use variant of HMM  

some have used PHMM (partly HMM). Other than HMM 

some researcher applied Neural Network approach and its 

variant to the system also.  

 

There are two type of gesture to be recognized, one is 

isolated gestures, and the other is continuous gesture. The 

presence of silence makes the boundaries of isolated gesture 

easy to spot. Each sign can be extracted and presented to the 

trained HMM system individually. In our work, we are 

concern only about static gesture yet.  

 

We have made database of static gesture images of each 

alphabet by different (4 person) person to train our system.   

  

Rx,y (l) = ∑x(n) * y (n-l); 
 

Correlation Coefficient = max (Rx, y); 
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IV. EXPERIMENTAL SETUP 

There was no ready database available for Back-View of hand 

gestures. So, we have made our own database for 

experimentation. We have taken 4 person‟s hand gesture 

images for our database and two persons for our testing 

purpose. For video database we have taken two users video 

with different gestures. 

 

  As every image processing task, we needed a controlled set 

up for making our database. Also database should be noise 

free as much as possible. So, we made our database in natural 

light with controlled background. We have used Webcam 

Creative
TM

 with average resolution 480x640 size images. 

Various finger-spelling alphabets shown in figure: 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Finger-spelling alphabet A-I and K-Y (sequentially) 
 

From these alphabets we get YIQ color images then by 

applying threshold on I-component we extract skin color 

object these will gave us images like as follow: 

 

 
 

Figure 3: I-component after threshold 

 

After this, we calculate vertical and horizontal histogram data 

about YIQ image of the database for each alphabet. Now, we 

have whole information about each alphabet‟s horizontal and 

vertical histogram. By using this information we found 

correlation of each alphabet with itself and with other 

alphabet‟s horizontal and vertical histogram, respectively. 

 

According to theory, correlation of the signal with itself 

should be higher than correlation of it with other signals. But, 

when we perform experiment with the available data it also 

give good (in other words, higher correlation) with other 

signals also. This may be due to the histogram data (signals) 

which we have. For example, we have higher correlation with 

„i‟ and „a‟ compare to „a‟ with itself. For reference, the kind of 

vertical and histogram data which we have is shown in figure 

(3) as given below: 

 

 
 

Figure 3: Horizontal histograms for each alphabet in ASL (A-I and K-Y) 

 

 

 
 

Figure 4: Vertical histograms for each alphabet in ASL (A-I and K-Y) 
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So, we found that two signals having highest correlation may 

not be the same signals. Due to this, we have to study the 

nature of data we have in the database, that is, horizontal and 

vertical histogram. For reference, table-1 and table-2 shows 

the correlation data of each database image with other images 

available for the same person. 

V. FUTURE WORK  

As, simple correlation is not giving the exact solution to our 

problem, we need to study the nature of incoming image with 

each alphabet‟s image available in database. Also, we can find 

tangent information of horizontal and vertical histogram. 

 

The part of correcting the finger-spelling using Hidden 

Markov Model is yet to be done. 
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