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Abstract— with the advent of digital cameras there 

is boom of multimedia data online. People click photos 

and post in various online community photograph 

sites. Thus there is need to archive these photos 

systematically, since millions of photos are added 

online, everyday. Although much effective content 

based image retrieval systems have been proposed, the 

system can be made more effective if the user gets high 

quality images for his search. Thus, the motive behind 

the emergence of Computational Aesthetics is to carry 

out automatic quality assessment and rate the 

exponentially growing images online with the aesthetic 

score. This paper aims to classify the aesthetics of the 

photographic images taking into consideration the 

various rules of photography and applying them to the 

object of interest in the image. For object of interest 

detection we have used Visual saliency technique and 

for classifying the aesthetics we have used SVM 

technique. We classify the images as “aesthetically 

pleasing” or “aesthetically non-pleasing”. We report 

our Results at the end. 

Keywords— automatic quality assessment, 

Computational aesthetics, Computer vision, HCI, Image 

processing, SVM. 

I. AESTHETICS DEFINITION 

According to oxford dictionary means [13] “A set of 

principles underlying the work of a particular artist or 

artistic movement”.  

According to Britannica encyclopedia [14] ” the 

philosophical study of beauty and taste. It is closely 

related to the philosophy of art, which is concerned with 

the nature of art and the concepts in terms of which 

individual works of art are interpreted and evaluated.”  

II.  AESTHETICS IN PHOTOGRAPHS 

Aesthetics by definition means the ethics or 

philosophy related to the appreciation of beauty. The word 

aesthetics is related to art and has been recently related to 

the field of photography. Aesthetics in images may arouse 

a pleasing or non –pleasing emotion in a human. These 

emotions can be quantified as well as classified with the 

help of machine learning algorithms. This field may sound 

subjective but following the basic guidelines that 

professional photographers follow to take pleasing 

photographs, a system can be built to classify the 

aesthetics of an image. 

   With the proliferation of cheap cameras there has been 

boom in the archiving the digital images online, not only 

digital images but also multimedia data.  Various image 

retrieval techniques and annotation techniques has been 

proposed, and incorporated in image search. With growing 

number of photos shared by people every day, thanks to 

online community sites such as Flickr [26], Photo.net [27], 

DPChallenge [14], Instagram [28] and many more. These 

photos can be classified according to the aesthetics to give 

users pictures with high quality for their search. In this 

paper first we discuss the motivation and the applications 

in this field. Then in section v we discuss the existing 

systems. Further we discuss our proposed architecture and 

its execution. Finally we report our results and conclusion 

at the end. 

III. MOTIVATION 

Taking into consideration the growing number of 

photos on photo sharing sites there is a need to classify 

these photos according to their aesthetic appeal. This kind 

of systems can be further embedded in many applications, 

which is described in the forthcoming section. 

IV. APPLICATIONS 

 

1. Aesthetics can be taken into consideration for 

designing appealing flash cards. Appealing flash 

cards can be used in educational purpose for effective 

learning of students. 

 

2. Still advertisements are one of the important elements 

in marketing the product. Catchy and aesthetically 

pleasing still advertisements grab viewer‟s attention. 
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3. Web sites are speedily becoming the desired media 

choice for data search, online shopping and for 

educational purpose. In this case aesthetics play an 

significant role in appealing to the taste of the 

targeted audience. 

 

4. It can be used to build personalized photo album, 

where the photos of the album are chosen according 

to the aesthetic appeal. 

 

 

 

 
 

Fig 1. Various Applications of Computational Aesthetics 

 

 

V. LITERATURE SURVEY 

We studied various papers in literature and examined 

that the frameworks built till date followed either a top 

down approach or bottom up approach. 

    An early attempt in this field was using a black box 

approach that could classify photos as “Amateurs” and 

„Professionals” [15] they implemented low level features 

and trained a classification framework (SVM and naive 

Bayesian). But their work couldn‟t establish any relation 

between visual photographic features and low level 

features.  

    Apart from establishing relation between low level 

features of images and high level aesthetics an attempt 

was made to model metadata of photo in the aesthetic 

classification system. Metadata is generated automatically 

in cameras. This automatically generated metadata 

contains size of the file, date at which photograph was 

taken. This metadata was incorporated by Boutell et al 

[10] to classify the indoor outdoor and the sunset scenes. 

The drawback of the system is, the metadata of all the 

photos is not available.  

The first attempt to build such correlation was by [2] 

where they established a mapping between the low level 

features of images to high level features of photography 

such as rules of third, Low depth of field etc. Their 

features were weak and resulted in low classification rate.    

     [3] Determined perceptual factors such as 

„simplicity‟ and „realism‟ which are the reasons that 

distinguish the professional photographs from the 

“snapshots” and modeled these factors into low level 

feature. Hence the approach came to be known as the “top 

down approach”.  

    These ideas were further taken on next level where a 

relationship between the background and foreground of 

the photo could be established. Subject in the photo was 

extracted by various visual attention models and then 

Rules were applied to it. It is so, because it is believed that 

subject of the photo grabs the attention of viewer. Thus 

several attempts [16, 17, 18, 19 and 20] focused on the 

subject of the photo and extracted features around the 

subject. While [17] used saliency map approach by [21] 

for identifying multiple subjects form the photo and k 

means clustering to extract the subjects from the photo. 

On the other hand [19] extracted the subject area by their 

three proposed methods: Clarity based subject area 

detection, Layout based subject area detection and Human 

based detection. [16, 18] also emphasized on the subject 

of the photo. 

    [22] Followed an instance based approach. They kept 

their system simple .They kept their framework simple by 

not applying any subject region detection or image 

segmentation technique as they established the fact that it 

increases the complexity and greater time for computation 

    [8] Proposed high level describable attributes such as 

“presence of salient objects", „Portraits and people, 

“Scene” etc. they improved on the results of [29] which 

indicated that incorporation of high level attributes lead to 

improved performance in such systems.  

   [23] Proposed generic image descriptors for 

evaluating the aesthetic quality of photos. Their generic 

image descriptors: Bag of visual words and Fisher vectors 

performed well on large dataset. They used SVM and 

Stochastic Gradient Descent algorithm for classifying the 

features. Their proposed features outperformed various 

state of the art works‟ features [2, 19] which used 

conventional rules of photography. 

  [24] Proposed relative features by comparing with 

group of similar photos. They also detected the 

incompleteness in the photos which may occur when main 

subject of the photo is excluded.  

 

VI. PROPOSED WORK 

 

   Figure 1 depicts the architecture of our system. The 

data set for this system is acquired from DPChallenge 

website [14]. To find out the focus of attention in the 

image we need to calculate the saliency map. After 

calculating the saliency map, saliency value of the 

object of interest is computed. Then features are 

extracted based on the rules of photography and a 

training set is created. After the training set is created 

SVM classifiers are trained to classify the photographic 

image given as input. The detailed implementation is 

discussed in forthcoming subsections. 

 

1541

Vol. 3 Issue 6, June - 2014

International Journal of Engineering Research & Technology (IJERT)

IJ
E
R
T

IJ
E
R
T

ISSN: 2278-0181

www.ijert.orgIJERTV3IS061313



 
 

Fig 2.  Architecture of proposed system 

 

1) Detecting the object of interest in photographs 

 

In order to find out the subject of the photo, normal 

object detection algorithms cannot be of great help. It 

requires visual saliency detection algorithms to 

determine what catches the human attention. Various 

visual saliency detection algorithms are proposed till 

date but out of these we chose Achanta‟s saliency 

detection algorithm for finding out the visually salient 

regions in photographs [7] as it is simple, the saliency 

map is of the same size as that of image and fast in 

computation. 

Achanta et al‟s algorithm is based on both local 

contrast and sliding window technique. The saliency 

map is calculated at three different scales and combined 

to get the final saliency map.  

 

2) Rules of Photography as features 

 

Photographers follow certain rules of photography for   

capturing images. These rules of photography 

distinguish the professionally shot photos from the 

ordinary ones. We call these rules of photography as 

“High level features”. The Low level features such as 

color, texture, shape, edges etc can be modeled to map 

these high level features or vice versa depending on the 

approach (top down or bottom up) used to build the 

system. 

The subject of interest captures human attention. 

Keeping into mind this simple principle some rules of 

photography has been designed to focus on subject of 

interest in the photos. Some of these rules of 

photography are rules of third, depth of field , 

simplicity etc. In context to image processing and 

computer vision domain, the first step to implementing 

these rules of photography is by identifying subject of 

the photograph. In order to classify the photos we chose 

four subject driven rules of photography i.e. rules of 

third, depth of field , diagonal dominance, visual 

balance and rules of simplicity to apply to the salient 

object. The rules are described in detailed as follows: 

 

Rules of third:  A photo where the main subject is located 

near one of the four power points formed by the 

intersection of two equally spaced horizontal and vertical 

lines is to follow rules of third. 

 

1. Calculate the power points in an image that we get 

after intersection of horizontal and vertical third 

lines 

 

2. Calculate the centroid C of the salient region. The 

centroid of the salient region is calculated by 

regionprops function 

3. Calculate the distance of the centroid from each of 

the power points. 

Dm(C, powi); i= {1, 2, 3, 4}, Dm= Manhattan distance 

 

4. If the distance is minimum then the image is said to 

follow rules of third 

 

Depth of field: The region of interest is in sharp Focus 

and the background appears blurred [6]. Photographers 

prefer low depth of field for such kind of photography. 

The depth of field where the background is blurred to 

highlight the subject, the blur factor in the image can be 

calculated. To calculate the blur factor we used blur 

metric indicator by Crete et al. [1].  

 

1. Read the image 

2. Apply low pass filter to it 

3. Calculate the intensity variations in original image 

4. Calculate the intensity variations  in blurred image 

5. Compare the intensity variations 

6. Calculate and normalize the Blur metric. 

 

Rule of Diagonal dominance:   Diagonal lines draw the 

attention of a viewer. A subject aligned diagonally adds 

aesthetic appeal to the image [5]. 

We implemented Renjie et al‟s [6] rule of diagonal 

dominance feature. Where the distance between the 

prominent lines and the diagonal lines is. The Prominent 

lines are identified by the Hough transform algorithm. 

Once the prominent lines are identified select those lines 

which support the salient region. Then the distance 

between the diagonal lines and the prominent lines is 

calculated. 

 

Visual balance: A picture may be a balanced one in that its 

major elements are evenly distributed but a viewer may not 

be able to determine the photographer's intention from this 

arrangement.    

We calculate the Visual balance as the distance between 

centroid of salient region and image centre. If the distance 

is less then the image is said to be visually balanced as 

given in [6] 

 

 

 

 

1542

Vol. 3 Issue 6, June - 2014

International Journal of Engineering Research & Technology (IJERT)

IJ
E
R
T

IJ
E
R
T

ISSN: 2278-0181

www.ijert.orgIJERTV3IS061313



Rule of Simplicity: If an object is placed against 

simple   background then the image is said to follow 

rule of Simplicity.  

For computing rule of Simplicity we implemented 

Mai et al‟s [25] features such as compactness and 

Background Simplicity. 

 

 

3) Training the SVM 

 

Support Vector Machines are based on the concept of 

decision planes that define decision boundaries. A decision 

plane is one that separates between a set of objects having 

different class memberships. SVM being one of the 

powerful binary classifiers, it best suited our classification 

purpose. Based on the features computed the SVM was 

trained accordingly. For training purpose we used LibSVM 

with RBF Kernel. 

VII. RESULTS 

For creating training set and test set we have acquired 

photographs from DPChallenge [14]. These photographs 

belongs to the category of floral, fruits, birds etc.  We 

acquired a dataset of 200 images out of which 100 were 

used for training and remaining 100 images were used for 

testing.. We intend to expand our dataset to achieve higher 

precision and recall rate. We achieved a overall 

classification rate of 79.16%Taking into account the nature 

of the problem the results are promising. 

 

 

 
 

Fig 3. Precision vs Recall Curve of Rule of Visual balance 

 

 
 

Fig 4. Precision vs Recall Curve of thirds  

 

 
 

Fig 5. Precision vs. Recall Curve of Depth of Field  

 

 
 

Fig 6. Precision vs Recall Curve of Diagonal dominance  
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Fig 7. Precision vs recall of Simplicity 

 

 

 
 

Fig 8. Precision vs. Recall Curve of Overall system. 

 

VIII. CONCLUSION 

    In this paper, we proposed a system which could 

classify a photo as “aesthetically pleasing” or 

“aesthetically non-pleasing” based on the rules of 

photography features which focus on the subject of the 

photographs and we achieved a classification accuracy of 

79.16%. The first phase is identifying the subject of the 

photo by visual saliency detection algorithm. The second 

phase is to compute the features based on the rules of 

photography. The third phase id training the SVM.  We 

intend to add more rules of photography focusing on 

subject to improve the classification accuracy. We also 

intend to find out the aesthetic score of the images in 

future. 
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