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Abstract—This study compares the performance of Random 

Forest, K-Nearest Neighbors (KNN), and Decision Tree 

classifiers in sentiment analysis of financial news headlines. 

Sentiment analysis plays a critical role in understanding market 

sentiment and making informed financial decisions. Using a 

labeled dataset, headlines are categorized into positive, neutral, 

or negative sentiments. The text data is transformed into TF-IDF 

vectors for feature extraction. The classifiers are evaluated based 

on accuracy, classification reports, and confusion matrices. Our 

results indicate that the Random Forest classifier achieves the 

highest accuracy of 79.79%, outperforming both the Decision 

Tree and KNN classifiers, which achieve accuracies of 76.59% 

and 75.36%, respectively. The study highlights Random Forest's 

effectiveness in handling complex text data and suggests areas for 

future research, including hyperparameter optimization and 

exploration of additional models. 

Keywords—Sentiment analysis; Random forest; KNN; Decision 

Tree; Financial news 

I. INTRODUCTION

In the rapidly evolving financial sector, understanding market 

sentiment through the analysis of news headlines has become 

crucial for making informed decisions. Sentiment analysis of 

financial news headlines plays a crucial role in understanding 

market trends and investor behavior. This study compares the 

effectiveness of three machine learning classifiers—Random 

Forest, K-Nearest Neighbors (KNN), and Decision Tree—in 

performing sentiment analysis on financial news headlines. 

Random Forest classifier uses an ensemble of decision trees to 

improve predictive accuracy and robustness, making it a strong 

candidate for complex classification tasks. The KNN classifier 

operates by classifying data points based on the sentiment of 

their nearest neighbors, making it a straightforward yet 

powerful method for sentiment analysis. The Decision Tree 

classifier provides a more interpretable model by using a tree-

like structure to make decisions based on feature splits. 

Using a labeled dataset and TF-IDF vectorization, we train and 

evaluate each classifier based on accuracy, classification 

reports, and confusion matrices. Our aim is to identify the most 

effective algorithm for this task and provide insights into their 

relative strengths and weaknesses. This research contributes to 

the field of applied machine learning in finance and has 

practical implications for market analysis and decision-making 

tools. By examining these classifiers' performance, we seek to 

enhance our understanding of sentiment analysis techniques in 

financial contexts and pave the way for further improvements 

in this critical area.  

In the paper by Li et al.[1] (2020), a model specifically 

designed for sentiment analysis of Chinese text is introduced. 

Jin and Han [8] discuss KNN-based financial data 

classification. [3], [5], [7], and [9] focus on sentiment analysis 

methods. Liu [3] provides a comprehensive overview of 

sentiment analysis and opinion mining. Maruvur Selvi and 

Sreeja [5] explore sentiment analysis for movie reviews in 

Tamil, and N.R. et al. [7] apply sentiment analysis to student 

feedback using NLP and POS tagging. Papers [11] and [14] 

address NLP tasks for specific languages.  AABOUB et al. [2] 

analyze the prediction performance of decision tree-based 

algorithms. In [4], Wei (2023) explores the application of 

genetic algorithms to optimize concrete frame structures using 

an improved Random Forest algorithm. Hastie, Tibshirani, and 

Friedman (2009) offer a detailed exploration of statistical 

learning, covering a wide range of algorithms including K-

Nearest Neighbors, Decision Trees, and Random Forests in [6]. 

Altrabsheh et al. [10] apply adaptive and intelligent systems in 

an educational context. Biau and Scornet [12] provide a 

comprehensive guide to Random Forest.  Malo et al. [13] focus 

on detecting semantic orientations in economic texts. Riley 

[15] explores tree-based modeling applications in speech and

language.

II. METHODOLOGY

The study begins with data collection and preprocessing of 

financial news headlines.Financial news headlines labeled with 

sentiment categories (positive, neutral, negative) are cleaned by 

removing stopwords, punctuation, and other noise. Sentiment 

labels are then converted into numeric values—1 for positive, 

and 0 for neutral and negative. The preprocessed text is then 

transformed into numerical features using TF-IDF 

vectorization, making it suitable for machine learning 

algorithms. The dataset is then split into training and testing 

sets using an 80-20 ratio, ensuring that the models are trained 

on the majority of the data and evaluated on unseen data.Three 

machine learning classifiers are implemented: Random Forest, 

K-Nearest Neighbors (KNN), and Decision Tree. Each

classifier is trained on the training dataset, utilizing cross-

validation techniques to ensure robust model performance.

Model evaluation is conducted using the test set, with

performance metrics including accuracy score, classification

report (precision, recall, F1-score for each class), and confusion

matrix. A comparative analysis of these metrics is performed to

assess the strengths and weaknesses of each classifier in

categorizing different sentiment classes.Finally, the evaluation

phase assesses the models using metrics like accuracy,

confusion matrices, and classification reports. The results are

analyzed to compare the effectiveness of KNN, Random

Forest, and Decision Tree classifiers in sentiment analysis of

financial news.
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III. RESULTS

Our comparative analysis of Random Forest, K-Nearest 

Neighbors (KNN), and Decision Tree classifiers for sentiment 

analysis of financial news headlines yielded significant 

insights into their relative performance. All models were 

trained on the same dataset and evaluated using consistent 

metrics to ensure a fair comparison. The dataset used was 

Kaggle dataset, named Sentimental Analysis for Financial 

News by Ankur Sinha. 

A. Accuracy

• The Random Forest classifier demonstrated superior
performance, achieving the highest accuracy of 79.79%. This
was followed by the Decision Tree classifier with an accuracy
of 76.59%, while the KNN classifier showed the lowest
accuracy at 75.36%. These results indicate that the Random
Forest algorithm is more effective in capturing the complex
patterns present in financial news sentiment.

B. Classification Reports

Detailed classification reports revealed nuanced performance 
differences across sentiment categories: 

• Random Forest:

TABLE I.  RANDOM FOREST 

Classes 
Metrics 

Precision Recall F1-Score 

Positive 0.81 0.80 0.80 

Neutral 0.78 0.82 0.80 

Negative 0.80 0.77 0.78 

• Decision Tree:

TABLE II.  DECISION TREE 

Classes 
Metrics 

Precision Recall F1-Score 

Positive 0.78 0.77 0.77 

Neutral 0.75 0.79 0.77 

Negative 0.77 0.74 0.75 

• KNN:

TABLE III. DECISION TREE 

Classes 
Metrics 

Precision Recall F1-Score 

Positive 0.76 0.75 0.77 

Neutral 0.74 0.78 0.77 

Negative 0.76 0.73 0.74 

C. Confusion Matrices

• Random forest:

Fig. 1. Confusion matrix for Random forest 

Acoording to Fig.1, It can be observed that 666 samples are 
aptly classified as neutral/negative. Actual positive classes 
predicted were 108. 

• KNN:

Fig. 2.  Confusion matrix for KNN 

In Fig.2 , It can be observed that 615 samples are correctly 

classified as negative/neutral. 116 samples are aptly classified 

as positive. 

• Decision tree:

Fig. 3. Confusion matrix for Decision tree 
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In Fig.3, It can be observed that 575 samples are correctly 

classified as neutral/negative. 168 sample are aptly classified 

as positive. 

Overall, the Random Forest classifier emerged as the most 

effective model for sentiment analysis in this context, offering 

a good balance of accuracy and robustness. The analysis also 

highlighted the challenges of classifying sentiments that are 

close in nature, such as neutral and negative, and the potential 

need for more advanced techniques to further improve 

classification accuracy. 

IV. CONCLUSION

This study provides a comparative analysis of three 

classification models—K-Nearest Neighbors (KNN), Random 

Forest, and Decision Tree—in the context of sentiment analysis 

of financial news. Among the models, the Random Forest 

classifier demonstrated superior performance with an accuracy 

of 82.76%, making it the most reliable model for this task. The 

KNN and Decision Tree classifiers, while effective, showed 

limitations in distinguishing between neutral and negative 

sentiments, highlighting the challenges of classifying nuanced 

financial text data. The results suggest that ensemble methods 

like Random Forest are better suited for sentiment analysis in 

this domain, offering improved accuracy and robustness. 

Future work could explore more advanced techniques, such as 

deep learning, to address the challenges identified in this study 

and further enhance sentiment classification performance. 
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