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Abstract 
 
Wireless sensor network is an uprising low 
cost sensor network for sensing, integrating 

and processing data collected by sensors. It 
provides a wide area of research as they can 
be used in various applications (e.g. home, 

military, security etc.). Wireless sensor 
networks are the networks which are 

inherently prone to errors or faults due to 
sensitiveness of the sensor nodes. These 
sensor networks are usually deployed in 

remote and unattended areas hence the effect 
of harsh environment, limited resource or 

some other hardware configuration can 
make them faulty. In order to mitigate the 
effect of these failures, fault management of 

these WSNs becomes imperative. Various 
effective algorithms or adaptive fault 

tolerant mechanisms are designed till now to 
achieve a good fault management. In this 
paper we will discuss already implemented 

algorithms and existing approaches of 
network fault management and compare 

there features for an effective one. 
 
Keywords: Wireless sensor network, fault 

tolerance, fault management.  
 

1. Introduction 

 
With rapid advancement in wireless 
communications and networking made 

possible the deployment of sensitive 
wireless sensor networks. These WSN 
consists of spatially distributed sensor nodes 

which have limited processing power, 
storage and communication abilities and 

finite energy supply. The WSN is built from 
nodes which amount from few to several 
hundreds or even thousands, and each node 

is connected to sensor. These sensor devices 
are armed with a radio transceiver, an 

antenna, a microcontroller and battery with 
finite energy supply. This sensor node 
senses the environmental conditions and 

reacts on the physical phenomenon. In 
computer science and telecommunications, 

wireless sensor network is an active research 
area with numerous workshops and 
conferences arranged each year. Wireless 

sensor networks must be deployed in the 
remote and unattended areas, like faraway 

forests, military area for enemy intrusion, 
environmental sensing which includes 
volcanoes, oceans, glaciers etc. where the 

access or operations to these sensor nodes 
are rarely possible. Different types of faults 

like node failure, link failure, network 
congestion, energy loss etc. may likely to 
occur. Hence, to ensure the correctness and 
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scalability of the system fault management 
architecture is very much essential. In this 

paper we study all these type of faults,  
reason behind these faults and various 

algorithms implemented so far for the 
process of fault management.  

Fault management is a key part of network 
management required to maintain the proper 

functionality of the system. The system is 
known as faulty when any error comes in the 
system or the system behaves arbitrarily or 

maliciously which is not expected from the 
system. In order to design efficient fault 

management different types of faults need to 
be considered like node failure due to some 
hardware or software failure, how we can 

detect a link failure between two nodes, 
what happen when network congestion 

occurs or if some adversaries could try to 
hack the control over the nodes because 
these nodes are deployed in remote or 

unattended areas so the adversaries could 
not only manipulate the environment but can 
gain physical access to the node. Moreover, 

as the sensor nodes are deployed in the open 
external environments so they are also 

susceptible to the failure due to 
environmental conditions like rain, fire and 
fall of trees etc.  

This paper is organized as follows: section 2 

comprises of related work. Section 3 
explains the fault management Frameworks. 
Section 4 shows a comparative study of 

existing algorithms. Section 5 reflects 
conclusion and future work. 

2. Related Work 

Many techniques have been proposed till 
now for fault detection and recovery. 

Shahram and Ali [1] propose a decentralized 
cluster based method for fault detection and 
recovery which is energy efficient namely 

DFDM in order to avoid the faults occurring 
due to energy depletion. Nan Li [11] 

proposes a automatic fault management 
(AFM) to automate many of the fault 

management tasks by continuously 
monitoring, analyzing the fault when it is 

detected self-diagnosis, and taking 
adaptations actions for self recovery while 
there is not any algorithm for fault recovery 

has been mentioned. WinMS [2] provides an 
adaptive policy-based sensor network 

management system that provides self-
management for maintaining the 
performance of the network and achieving 

effective networked node operations without 
human intervention. WinMS adapts to 

changing network conditions by allowing 
the network to reconfigure itself according 
to current events as well as predicting future 

events. Tai [3] proposes cluster-based 
communication architecture to permit the 

Fault Detection Service to be implemented 
in a distributed manner via intra-cluster 
heartbeat diffusion and to allow a failure 

report to be forwarded across clusters 
through the upper layer of the 

communication hierarchy. It extensively 
exploits the message redundancy that is 
inherent in ad hoc wireless settings to 

mitigate the effects of message loss on the 
accuracy and completeness properties of 

failure detection. Asim proposes a fault 
management architecture which partitions 
the network into virtual grid of cells to 

perform fault detection and recovery locally 
with minimum energy consumption. A cell 

manager and gateway nodes are chosen in 
each cell to perform management tasks. 
Chen [5] locates the faulty sensors in the 

wireless sensor networks and evaluates a 
localized fault detection algorithm to 

identify the faulty sensors. The 
implementation complexity of the algorithm 
is low and the probability of correct 

diagnosis is very high even in the existence 
of large fault sets. Antonio [7] presents 

architecture to support medical sensor 
networks to change the entire medical 
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environment in hospital on the wireless 
sensor networks on the basis of 6LoWPAN 

technology. This protocol carry out inter 
WSN mobility inside the architecture.  

Sympathy [9] is designed for data collection 
applications, which gather distributed data at 
a centralized sink location for analysis. 

(Most of today’s deployed sensor networks 
fit this description, as will many networks 

deployed in future.) Nodes periodically send 
metrics back to a sink, which combines this 
information with passively-gathered metrics 

to detect failures and determine their causes. 
Sympathy gathers and analyzes general 

system metrics such as nodes’ next hops and 
neighbors. Based on these metrics, it detects 
which nodes or components not delivered 

sufficient data to the sink and infers the 
causes of these failures. Ruiz and Loureiro 

[10] Proposes the MANNA management 
architecture for WSNs. In particular, it 
presents the functional, information, and 

physical management architectures that take 
into account specific characteristics of this 

type of network. Some of them are restrict 
physical resources such as energy and 
computing power, frequent reconfiguration 

and adaptation, and faults caused by nodes 
unavailable. The MANNA architecture 

considers three management dimensions: 
functional areas, management levels, and 
WSN functionalities. These dimensions are 

specified to the management of a WSN and 
are the basis for a list of management 

functions. A number of methods and 
techniques have been proposed specifically 
for WSNs ranged from fault prevention, 

fault detection, fault identification, fault 
isolation, and fault 

recovery[11][12][13][14].  

 

3. Fault Management 

Frameworks. 

 

Fault Management is a concept of network 
management which is concerned with 

detection, diagnosis, and recovery of faults. 
When appropriately implemented, it 

provides the system capable of fault 
tolerance and minimize error occurrence. 

Fault management performs some important 
functions: Monitor the network status and 
energy level constantly, Automatic 

correction of potential problems causing 
conditions, Tracing the location of errors or 

failure occurring in the system, Alarms that 
notify administrators and users about 
occurred failure. 

For solving all these problems whole 
process of fault management is divided into 

fault detection, fault diagnosis and fault 
recovery. 

3.1 Fault detection 

Fault detection is the first phase of the fault 

management. In this randomly occurring 
faults must be properly detected. Numerous 

types of algorithms and model based 
approaches are used to detect the faults. All 
the fault detection schemes are broadly 

classified into two primary types: 
Centralized Approach and Distributed 

Approach. 

3.1.1) Centralized Approach: In this 

approach, usually a base station or central 
controller is responsible for the whole 

management process of the network. The 
central controller normally have unlimited 
sources (e.g. energy). This central controller 

normally adopts active detection model by 
periodically sending requests to individual 

sensor nodes to send their updates of 
network performance. A centralized 
framework called MANNA was presented in 

[10] for fault management. In MANNA, 
each sensor node is assigned a role as 

manager or agent, and the manager can build 
coverage and energy models based on the 
information receiving from the agents 

(sensor nodes) in the installation phase, later 
in the operational phase, the manager 
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periodically collects information of the other 
sensor nodes to perform fault detection.  

Sympathy [19] uses a message-flooding 
approach to pool event data and current 

states (metrics) from nodes. To minimize the 
number of communication messages, a 
Sympathy node can selectively transmit 

important events to the sink node. In 
addition, the central manager in the 

Warfighter Information Network 
Management System (WinMS) [2] compares 
the recent or previously perceived states of 

sensor nodes against overall network 
information models to detect the fault. This 

Centralized approach provides good fault 
management while it is not suitable for large 
scale networks. Another drawback is that the 

central controller becomes a single point of 
data traffic concentration and hence 

consumes large amount of energy of the 
nodes. Third, this central controller becomes 
a single point of failure for the entire 

network. If this central controller fails due to 
some error whole process disturbs and the 

process should be reinitialized.  

 

3.1.2) Distributed Approach: In this 
approach, a big network is divided into sub-
networks and within each sub-network a 

central manager is elected which keeps track 
of faults occurring in that network. In [17], 

the authors designed a distributed fault 
management framework called WSNDiag to 
identify faulty nodes. It is tried that sensor 

nodes can detect the faults and take decision 
on its own level so that minimum no. of 

messages must be transferred to central 
controller. This reduces communication 
messages and reducing the no. of data traffic 

in the network. Some techniques used in the 
distributed approach areas follows: 
 

i. Neighbor coordination 

 Neighbor coordination is an important 
technique of fault management. Nodes 

coordinate with their neighbors by sending 
and receiving current hardware update 

messages to its entire neighbor and keeping 
record of all its neighbors. The base station 

does not get the information about the failed 
node immediately until all the neighboring 
nodes are not sure about the failure of node. 

Nodes check the readings of the node with 
the perceived median readings. If the 

reading does not match with the expected 
readings of the other nodes the neighboring 
nodes assume that the node is in critical 

level region and getting faulty. The 
neighboring nodes then inform the 

managing node about the criticality of the 
node. 

ii. Clustering 

Clustering is an important technique of fault 

management. In this type of architecture the 
whole network is divided into no. of small 
networks which we designate as clusters.  

 

            Fig1: Distribution of Clusters in a 
Network 

From each cluster one node is selected as 
cluster head. This cluster head will take care 

of that cluster for the faults to occur. Nodes 
in the cluster can communicate with the sink 

node via this cluster head only. Even if the 
nodes want to communicate with the nodes 
of different cluster, the cluster head 

exchange messages with the node of 
different clusters to detect the faulty nodes 
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in the cluster as well as neighbor cluster 
head. 

iii. Node Level Measurements 

A sensor node may monitor itself for 
resource usage such as CPU utilization, 

energy and memory usage to estimate its 
resource utilization. It also monitors 
other factors such as external noise level, 

link strength between the nodes and 
compares all the values with its 

previously perceived data, to find the 
faulty nodes. All the information a node 
collects is location specific and not 

possible to be measured by other nodes.  

3.2   Fault Diagnosis 

Fault diagnosis is the second stage of 

whole process of fault management. It 
typically covers 3 questions where, what 

and how? i.e.  Where the fault is located 
(Fault location)? What type of fault it is 
(fault identification) like node failure, 

link failure, traffic congestion, energy 
depletion, etc.? And, how does a fault 
occurs (fault root cause) i.e. physical 

environmental changes, hacker attacks, 
protocol implementation etc.? 

The identification of root cause is the 
main task to repair the fault. There exists 

some assumptions about the root cause 
of the faults like while using TCP 

routing protocol, it is well known that 
packet loss will occur by traffic 
congestion hence the speed of the sender 

will slow down to avoid congestion. 
While some of the existing solutions try 

to recover the fault without determining 
the root cause of the fault, like when a 
link failure occurs routing protocols fix 

the fault by selecting alternate link to 
send the data or by enhancing 

transmission power of the sender when a 
link degradation is detected because of 

obstacles on the link or the channel has 
strong noise or is too busy.  

Another approach to classify the faults is 

based on machine learning. On the basis 
of set of symptoms and its potential 
faults base station can create the cause-

effect graph to classify the faults on 
different issues. For example, Zhang and 

Lee use a classification algorithm, 
RIPPER, to identify malicious routing 
table updates [18]. In [20] Kleer and 

Williams build a structural and 
behavioral model. In this model, an 

acyclic graph represents structure 
representing influence relationship 
between the components and behaviors 

as expected performance output. The 
combination of structure and expected 

behaviors can be used to determine the 
root cause of the fault. These model 
based diagnosis can be easily extended 

and flexible to handle new type of faults. 
Koushanfar et al. [21] assume that the 
system software is already fault tolerant. 

They focus on sensor node hardware 
faults, especially sensor and actuator 

faults, which are most prone to 
malfunctioning. Koushanfar et al. [21] 
adopt two fault models. The first one is 

related to sensors that produce binary 
outputs. The second fault model is 

related to the sensors with continuous 
(analog) or multilevel digital outputs. 
Clouqueur et al. [6] only consider faulty 

nodes due to harsh environmental 
conditions. In their work, faulty nodes 

are assumed to send inconsistent and 
arbitrary values to other nodes during the 
information sharing phase. 

 

 

3.3 Fault Recovery 

Fault recovery is the third phase of the 
fault management process. In this phase 
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network is restructured or reconfigured. 
When the fault in the network is detected 

and diagnosed properly then comes the 
turn to recover from the faults. 

Sometime the techniques or the 
protocols used in the network 
automatically repair or recover from the 

fault. As we discussed in fault diagnosis 
recovery from a link failure will be 

automatically made by routing protocol 
used by selecting other links in the 
network for the data transmission to 

minimize some cost metrics such as 
(ETX) Expected Transmission Count 

[19]. 

When the faults occurring in the network    

are not repaired autonomously or it is 
not clear that which adaptation will be 

most suitable in the current situation 
then some model based approach can be 
used like Chen [11] gives a centralized 

approach to build analytical and 
simulation model. The central controller 
feed various configurations into the 

network models. Each configuration 
includes gateway selection, channel 

assignment, transmission power 
selection, routing table entries and so on. 
All the configurations are quantitatively 

compared using desired metrics such as 
average throughput or power delay. 

Gaurav et al. [15] proposed a run-time 
recovery mechanism to enable the 
members of the failed gateway node to 

reconnect to the network. If a node is in 
the same communication range of 

multiple candidate groups, it is 
recommended to join the group with 
minimum communication energy lost. 

Stefano et al. [16] considered a solution 
to recover data loss after a node failure 

by duplicating and distributing 
redundant information of sensed data 
among other nodes in advance. The data 

storage space of a node is used to store 
its own sensed data and also the data as 

redundant copies for another node. Each 
node periodically updates its data copies 

stored in other sensors by sending update 
about the failed sensor. 

 

4. Comparative Study 

 

So far we have studied various special 
algorithms of fault management 

approaches each of which explains a 
different architecture on different 
parameters. Like DFDM [1] propose a 

decentralized cluster based method for 
fault detection and recovery which is 

energy efficient namely DFDM. In order 
to avoid degradation of service due to 
faults, it is necessary for the WSN to be 

able to detect faults early and initiate 
recovery actions. WinMS [2] provides 

self-management for maintaining the 
performance of the network and 
achieving effective networked node 

operations without human intervention. 
WinMS adapts to changing network 

conditions by allowing the network to 
reconfigure itself according to current 
events as well as predicting future 

events. WinMS architecture consists of a 
schedule-driven MAC protocol that 

collects and disseminates management 
data, to and from sensor nodes in a data 
gathering tree. MANNA [10] 

architecture provides flexibility when 
defining the three architectures: 

functional, information, and physical. 
The coordination among the three planes 
is based solely on policy-based 

management. The functional architecture 
allows the establishment of all possible 

configurations for the management 
entities (manager, agent, and MIB). 
Sympathy [9] paper presents the design 

and evaluation of Sympathy, a tool for 
detecting and debugging failures in 

sensor networks. Sympathy has selected 
metrics that enable efficient failure 
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detection, and includes an algorithm that 
root-causes failures and localizes their 

sources in order to reduce overall failure 
notifications and point the user to a 

small number of probable causes. 
Clustering Based Detection [3] proposes 
a Fault Detection Service based on the 

notion of clustering. They used cluster-
based communication architecture to 

permit the Fault Detection Service to be 
implemented in a distributed manner via 
intra-cluster heartbeat diffusion and to 

allow a failure report to be forwarded 
across clusters through the upper layer of 

the communication hierarchy. In doing 
so, we extensively exploit the message 
redundancy that is inherent in ad hoc 

wireless settings to mitigate the effects 
of message loss on the accuracy and 

completeness properties of failure 
detection. SPINs [4] present a suite of 
security protocols optimized for sensor 

networks.  It has two secure building 
blocks: SNEP and TESLA. SNEP 

includes: data confidentiality, two-party 
data authentication, and evidence of data 

freshness. TESLA provides 
authenticated broadcast for severe 
resource-constrained environments. 

Mengjie et. al [11] shown the 
comparison of various fault management 

approaches. He compares the various 
algorithm on the basis of various 
parameters like their configuration they 

achieve, Data storage etc. It shows that 
each algorithm possesses some unique 

characteristics which differentiate these 
algorithms from one another.  
The overall classification and 

comparison of existing fault 
management for WSNs on the basis of 

different parameters are shown in the 
below given Table. 

 

Approach Configuration Perceived Data Detection Action 

Taken 

DFDM [1] Decentralized N/A Active N/A 

WinMS [2] Centralized + 

Decentralized 

Topology & 

Energy Model 

Active Yes 

MANNA [13]  Centralized + 

Decentralized 

Topology & 

Energy Model 

Passive or event 

driven 

Yes 

Sympathy [12] Centralized  Metrics Active N/A 

Clustering 
Based 
Detection [3] 

Centralized + 
Decentralized 

Propagating 
Messages 

Active in each 
cluster 

N/A 

HWSN6 [9] Decentralized + 
Node 

Coordination 

Server from 
Sensor Readings 

Active in each 
area 

Yes 

SPINs [4] Centralized N/A Active N/A 

Distributed 
Failure 

Detection [6] 

Decentralized + 
Node 

Coordination 

Sensor Readings Active N/A 
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Table 1: Comparison of various fault management approaches 

 
 

5. Conclusion and Future Scope 
 

As we have seen different algorithms 
implemented so far, each of this algorithm 

have unique features and characteristics 
which make the task of fault management 
very unusual from the traditional 

approaches. But still it poses additional 
technical challenges like avoiding the fault 

or using some new technology for an 
efficient fault management. Certain amount 
of knowledge is needed to identify the 

different faults. Note that there is a need to 
address fault models not just at the level of 

components and individual nodes, but also 
at the network and system management 
level. Self-managed WSN requires 

managing the system by efficient recovery 
actions to remove the failure impact from 
the network performance. The centralized 

approach has been considered as the 
common solution, which enables the base 

station (or the sink node) with unlimited 
resources to execute a wide range of 
recovery functions in the network. The 

shortcoming of this is the communication 
overhead and rapid energy depletion of 

nodes, especially in large-scale sensor 
networks. The techniques we are proposing 
are still under development, so it would be 

grossly premature to suggest a solution to all 
the difficulties involved. 
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