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Abstract

The purpose of Preprocessing phase is to produce
accurate data with speed and accuracy. Interested
patterns can be discovered based on the quality of
data generated after the preprocessing phase.
Designing this phase taken maximum effort in the
entire process of Web Usage Mining (WUM), as it
focuses on reducing the quantity of data but not
compromising with the quality of data. The paper
focuses the implementation concerns  of
preprocessing phase using tool Log parser lizard
and focuses on the problems faced in using the tool.
It also shows the usefulness of University Website
Access Domain (UWAD) tool.

1. Introduction

Due to huge information and lack of unified
structure information retrieval is difficult. Most
users may not have good knowledge of the
structure of the information network, and may
easily get fed up by taking many access hops and
losing impatience when waiting for the information
[1]. Web is the single largest data source in the
world, due to heterogeneity and lack of structure of
web data, mining is a challenging task [2].
Preprocessing of log fie is complex and laborious
job and it takes 80% of the total time of web usage
mining process as whole [3]. We cannot negate the
importance of preprocessing step in web usage
mining. Paying due attention to preprocessing step,
improves the quality of data [4], furthermore,
preprocessing improves the efficiency and
effectiveness of other two steps of WUM such as
pattern discovery and pattern analysis.Information
about internet user is stored in different raw log
files. Doru Tanasa, et al. [5] focus on web server
logs from several web sites, generally belonging to
the same organization. An important organization
might have several web servers for its web sites.
Fang Yuan, et al. [6] mainly focus on analyzing
visiting information from logged data in order to
extract usage pattern, which can be classified on to
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three categories: similar user group, relevant page
group and frequency accessing paths.

Web Server logs are plain text (ASCII) files, that is
independent from the server platform. Mohd Helmy
Abd Wahab, et al. [7] discusses on the types of
logs, but traditionally there are four types of server
logs:

e Transfer Log

e Error Log

e Agent Log

e Referrer Log
Each HTTP protocol transaction, weather
completed or not, is recorded in the logs and some
transactions are recorded in more than one log.
Transfer log and error log are standard. The referrer
and agent logs may or may not be “turned on” at
the server or may be added to the transfer log file to
create an “extended” log file format. Currently,
there are three formats available to record log
files:-

e W3C Extended Log files Format

e Microsoft IIS Log File

NCSA Common Log files Format

The W3C Extended log file format, Microsoft 11S
log file format, and NCSA log file format are all
ASCIl text formats. This proposed research
assumes that server uses W3C Extended Log File
Format to record log files

This  proposed research  will  be
experimented based on following parameters.

e Preprocessing Accuracy
Hit Ratio
Bandwidth usage
Access pattern for particular events
Ease of Use

2. Comparison

The initial testing of the below algorithms were
carried out using Log Parser Lizard tool, which
supports cleaning files, exporting files, writing
queries and generating reports. But the drawback
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with the tool is that you need to write queries for all
the operations and generate the intermediate results
and also need to use MS Excel to perform other
utility tasks, which is very tedious and prone to
error. Customization of reports based on the
molded mining process is not available. Another
objective is to generate per page frequency but the
pages designed with CMS are generated with page
ID and not page Name, so biding of ID and Name
is not done by Log Parser Lizard, certain tools like
state counter is a tool which support the generation
of per page frequency but it generates report with
page ID and not with name so it may not be
informative. So taking these points into
consideration we have prepared our own tool for
our mining process namely UWAD (University
Website Access Domain), and now the above
algorithm steps are implemented using this tool.
Below listing shows the algorithm used and the
queries written for achieving certain tasks. The next
section shows the results generated using this
UWAD tool. Figure 1 shows the use of tool for
selecting the file to pre-process and after that the
summary of details of the cleaning process. Table3
shows the summary of the Data Cleaning process.
Figure 2 reflects the cleaned log data.

2.1 Data Cleaning

a) Download the W3C Extended Log file
from internet.

b) Parse the raw log file according to
delimiter (space) and convert it .to
appropriate fields of W3C Extended log
file format.

¢) Remove all other entries which have other
then .html, .asp,.aspx,.php extensions.
These also includes log entries which do
not have any URL in the URL entry.

d) Remove log entries having code other then
200 and 304 from the file.

e) Remove entries with request methods
except GET and POST.

f) Remove web crawlers, robots, Spiders.

For testing this steps b to d Log Parser Lizard tool
is used by giving the appropriate queries.
a) Download the W3C Extended Log file
from internet. The sample file is a log of
28" November,2012 of charusat website.
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Figure 1: Snapshot of raw log file.

b) Parse the raw log file according to
delimiter (space) and convert it to
appropriate fields of W3C Extended log
file format. For testing this step Log
Parser Lizard is used and below query is
executed.

Select * from C:\logs\file_121128.log;

LogFilename Roblnber st fme  ssfename scompuiemane 0 cmethod cx-urgiem

(- ogste_{21128.1og 5110012 D007 WASVCHI GLOBUS2  GATLIBA GET M WConfend aspr
(logstile 12112819 B 11280012 ODHD5'WISVOXD GLOBUS2 BRI GET  Jmages/CICAerna_pateljog
[ogste_121128.1og T2 GOROOWASVCED GLOBUS2  GRTLIBAGET  AChat/SATUVContert aspe

legsie (7112 g B 11800
Clegtie 17112 g 1180

i i
i I
i I
i 12 OD61TWISVOA GLOBUS2  BBTIAZA GET  ICharUSATUNCurtent asps
i I

[ ogs'ile 121128.10g 10 128001
i I
i I
i I
i I
i

2
2

2

2

1 OOTHERVE GO BTUEBOT /A3 Wltertaspy
DS WV GO BTEmGT )

Cloge (71Bhg 11 11AEO02

Clogie [T1Bhy 12 11AEO02

Clogie [71Bhg 13 11AEO02

1251 W3SVOHA GLOBUS2  BATIABS GET  IChar/SATUIMainWebsitePagel :

I

(250 WASMCD GLOBUS2 G711 6T ome_sfyle.c33

(1252'WISVOH GLOBUS? BRI GET  /Script/odaccardionjs

(Mgt {21128.1og W2 2RI WASMOOD GLOBUS2  BRTLIBWGET  fmageshesdebujog
(- Nogsie_{21128.1og 18 10012 (ZS2WASMOHD GLOBUS2  BRTLIBAGET  Jmagestbullt white i

(Rows:26380  Time taken: 00:02:29)
Figure 2: Snapshot of log file separated in
different fields.

Steps ¢ and d are performed together. Remove all
other entries which have other then .html,
.asp,.aspx,.php extensions and also Remove log
entries having code other then 200 and 304 from
the file.

select LogFilename,date,time,cs-method,cs-uri-
tem,cs-uri-query,c-ip,s-ip,sc-status,time-taken,s-
port,cs-version, cs(User-Agent),sc-status,sc-
bytes,cs-bytes, time-taken FROM
C:\logs\filel.csvwhere cs-uri-stem like '%.htm' and
( sc-status=200 or sc-status=304 ) or ( cs-uri-stem
like '%.asp' and ( sc-status=200 or sc-status=304))
or( cs-uri-stem like '%.php' and ( sc-
status=200 or sc-status=304))or ( cs-uri-
stem like '%.aspx' and ( sc-status=200 or
sc-status=304))
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LogFilename Rowtlomber dete ~ fime | ssiename scompulemane s cemefhodcs-rstem LugF\Iename dat time  camethod co-uri-stem cs-Urkguery
g‘\qs" 1Ry FIRANY RO7WARNCHD GIORLSY GRS GET | WCorke s (Vogs\le 120120y 11BO002 OO0 GET M UMContent aspy ID=364p0pen=3
copiellBoy VAN DIENINOB GO B e e el Coge¥le 1211y TUBHH2 DO2O0GET  ChalBATUVConten asps D=7 drame=Donalons
Cliple (1Bly  TIVBITL DUMWSE GBS BLISHGT ot Clogsle (201 Blog 1B DT GET  [ChalSATUCorentaspe =
C-ogetfle 171128 Ing B 1280012 OOAA7 WASVCHES GLOBUS2  BR7LIR GET TUliContert asp
g 171y VIEDD ITEVECE AR BEGE IS W Cogsifle 121128)og 11782012 DORBGET  [CIAS UlContent. aspx D=34p0pen=0
Cgetfie 121128 lg 10117287012 (250 WASVCE GLORUS? BIIERGT C\\DQSHE 2M2E.|0g A2 0251 GET /CharUSATU\/MamWehswtePage? aspy
Clogse (718lg 11 0B (125 WASVCED GLOBUS  BRTIURSE GET  JCharSATUMnWetstePeed: Cogslfle 1211280y 11282012 OIT3GET  [ChatUSATVCortent aspx =72
(:Hogse 121128.og 12 1R L1251 WASVOM GLOBUSZ  BRTLIBS 6T Eshlecss Cogslfle 1211280y 11282012 01323 GET  JOC UMContent asp D=17&pOpen5
Clogde 12118 g 13 VA2 G250 WISVCHED GIOBUS2  BRFLIB GET  MSeipdaccoionjs Clogsifle 211280y /282012 0323 GET  [CharlSATUIMairlWebsiteRage2 aspx
Clogie 1By WD LIZSLWESVCRR OOBSY BT GFT fepshenktfy CVogefle 12112k 11BO002 (HBEDGET  [ChartUSATUVContent asp ID="124srme=Adnissions
Clodle 1Bl VGWVADNY CSPWARNCHD GIORLED RIS GET et hiteof Clagelile_211%ly FBATR DAIGET  (ChaUSATUGontentaspx ID=424name=About Tt
(Rows:2498  Time taken: 00:00:08 ) (ogslfle 1211280y 1128012 (2031 GET  /RND UIAContent. aspx D=4
Figure 3: Snapshot of cleaning log file Clogstfle_1211280g 18012 02030 GET  [CharlISATUNContent.agpx [D=béname=About_Unhersity
Cogsifle 120128y 11282012 DB GET  [CharUSATUNContent aspx D=52

with particular file extension and status code. .
(Rows:2197  Time taken: 00:00:21)

Figure 5: Snapshot of cleaning log file

e) Remove entries with . . . .
with particular file extension and status code.

request methods

except GET and POST.

select LogFilename,date,time,cs-
method,cs-uri-stem,cs-uri-query,c-ip,s-
ip,sc-status,time-taken,s-port,cs- a)
version,cs(User-Agent),sc-status,sc- b)
bytes,cs-bytes,time-taken FROM

C:\logs\file2.csv where cs-method like

'‘GET" or cs-method like 'POST' ©)

e susn
L yI ’[ur SIE

LigFlenam Rovtlomher dfe fine
(g 121128 g
(g 121128 g
(g 121128 g
(ogsile 12118 g

]
]
1
]
Ukl VD
]
1
1
]
1

saienane soonyulemane &
DO WASVCE9 GLOBUS2 88711389 GET
D0V WASVCE9 GLOBUS2  BR71.1%% GET
D204 WASVCE9 GLOBUS2  BR7IIRSBGET )
Q6T WASVCE9 GLOBUS2  BRVILIBSBGET 0
D073 WASVCE9 GLOBUS2  BRVLIBSBGET I

!

i

ICotentasp

CNogetle 121128 g 1251 WASVCES GLOBUS2 88711389 GET

=
SaEEEsa8828

- Hogeie 121128 by T HBEN TS0 WASVCOR GLOBUS  ERTLIBSBGET  JCharlSATUMaiWihsteP el
- logeife 121128 oy 1DHBIND G175 WISVCHS GLOBUS?  EBTIIROBGET  JCSShme shiecss

(g 121128 g T1I0RE02 CHZ52WISVCH9 GLOBUS2  BRVITRBGET  [Serpdbaccondionis

- ogeie 121128 g N CIZEIWISCE GLOBUS2  BRTLIRSBGET  Jmagesheadetypy

- Hogeie 121128 by 15 80N CHZSIWASNCI GLOBUS  ERTLIBSBGET  Jmageshulet whte

(Rows:2497  Time taken: 00:00:07")
Figure 4: Snapshot of cleaning log file for
particular method Get and Post.

Remove web crawlers, robots, Spiders.
select LogFilename,date,time,cs-
method,cs-uri-stem,cs-uri-query,c-ip,s-
ip,sc-status,time-taken,s-port,cs-
version,cs(User-Agent),sc-status,sc-
bytes,cs-bytes,time-taken FROM
C:\logs\file3.csv where not cs(User-
Agent) like '%spider%'

select LogFilename,date,time,cs-
method,cs-uri-stem,cs-uri-query,c-ip,s- b)
ip,sc-status,time-taken,s-port,cs-
version,cs(User-Agent),sc-status,sc-
bytes,cs-bytes,time-taken FROM
C:\logs\file4.csv where not cs(User-
Agent) like '%crawler%'

2.2 User ldentification

Read record from the cleaned log file.

If new IP address then add new record the
IP address, browser and OS details and
increment the count of number of users.

If IP address is already present then
compare the browser and OS details if not
same then increment the count of number
of users.

Read record from the cleaned log file.
Select c-ip,cs-version,cs(User-Agent),time
from C:\ulogs\file6.csv

vip cedersion csUserAgent)

B0.243.73 HTTR/1.1 Mozilafh,0+{compatible; Haoglebot 2.1, ++htig: v google.com/bot himl)

B8.249.73 HTT/11 Mozilafh,0+{compatible; +Gaogebot/2.1,++htig. A google.com/bot himl)

190B0T3HTTRAL Mozilafh D+{Macintosh HrieltMac+05 6D 7 4]tAnpleWebKitA37. 1+{KHTML

B6.249.73 HTTR/11 Mozilafh.0+{compatible; ooy ebot/2. 1.+t e oogls.comlbot i)

10B0T3HTTRAL Mozilalh D+{Macintosh HrieltMac+05H6+0 7 4]tAnpleWabKith37 1+{KHTML

167 5.3 HTTRA.1 Mozilalh. 04{compatible: toinghotf2 0:++htty: s ing. comibingbot him)

B6.249.73 HTTRI1.1 Mozilaf D+{compatible; +aoglebob.1,++ht: v, gooule. com/bot hiel)

167 55,35, HTTRA.1 Muzwl\aEMwmpatlb\e #hinghot/2.0; +#http: Fuww bing, cormingbat bim)

167 55,35, HTTR.A Mozilaff.D4{compatible;+oinghot/2.0;+#hity: How ing. comibingbct i)

167 5.3, HTTR.A Mozilaff.D4{compatible; +oinghot/2.0;++hity: s ing. comibingbct i)

175535 HTTRA.1 Mozila/.0+{carpattle, +hingbot/2.0:++hity: fusv bing. carbing ot i)

1878532 HTTRA.1 Mozila/.0+{carnpafte, +hingbot/2.0:++htty: fusv bing. carbing bt i)

6555 24 2HTTRY1T Mozl O{compatible; thingbot/2.0:+hitp: e bing, combingbat him)
(Rows:2196  Time taken: 00:00:01)

Figure 6: Snapshot of reading records
from stored intermediate file.

If new IP address then add new record the
IP address, browser and OS details and
increment the count of number of users
and If IP address is already present then
compare the browser and OS details if not
same then increment the count of number

select LogFilename,date,time,cs-method,cs-uri-
stem, cs-uri-query,c-ip,s-ip,sc-status,time-taken,s-
port,cs-version, cs(User-Agent),sc-status,sc-
bytes,cs-bytes, time-taken FROM C:\logs\file5.csv
where not cs(User-Agent) like '%robot%'

of users.

Select c-ip,cs-version,cs(User-Agent)
from C:\ulogs\ulistl.csv order by c-ip
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t-ip cs-version csUser-Agent) time 3. Experimenta| Results

Hg?gg]gg :EEJ{H m“!::ag-gigx!”g”"vsimg-H:ﬁpp gg?gg Log parser lizard tool is very useful tool but, for
18723, 1 MozillaA 0+{Windows A)+bpp 501 - -

118723155 HTTPA1 Mozillafs O+(Windows+hT46 )+App 50124 performing steps with the tool we need to perform
118723195 HTTPA1 Mozilas CoHWindows+NT46.1)+App 502 16 lots of intermediate tasks like, managing to write
118723195 HTTPA1 Mozilla/s D+(Windows+NT46 T)+App 506:32 queries, storing intermediate results and performing
TAA7.23195  HTTPA1 WozillaG OHWindows+NT46 1)+App 45937 other utility tasks using MS Excel, for cleaning a
118723185 HTTPA Mozila/ OD+(Windows+NT+6.1)+App 5:05:53 single file. All these activities include lots of extra
118723195 HTTPAT Mozilla/5.04(Windows+NT+6. 1) +App 5:09:32 overhead so it becomes a error prone and time
1187.23195  HTTPA 1 Mozilafs D+{Windows sNT+6 1)+App 45844 consuming process. Tool. Customization based on
1167.23195  HTTPA.1 Mozillas O+ (Windows+NT46.1)+App 45752

116723195 HTTPA1 Mozillas D+(Windows $NT46. 1+Apn 45713 requirement of molding process in not available

187441 HTTPA Mozila 0+ Windows+NT+46.1; +W0 15.09.02 and pages designed with Master Page [8][9]concept

LIBT441  HTTPA.1 Mozila 0+ Windows+NT46.1; W0 15-10:52 are not supported by most of the tools[10].
(Rows:2197  Time taken: 00:00:01) ) )
Figure 7: Snapshot of reading records After using both the tools the results vary in the

based on combination of IP, version and useragent. processing time and the elimination of redundantly

writing the same queries over different files, which
aids ease and speed in generating results. Table 1

Select distinct c-ip,cs-version,cs(User- show the result derived after applying the algorithm
Agent) from C:\ulogs\ulistl.csv using Log parser Lizard tool.
c-ip csilUser-Agent) CS-YErsion
1.187.23.195  Mozillars.0+(Windows+NT+6.1)+App HTTP/1.1 Stage of | No. of Web Objects
1.187.4.41 Mozilla#s.0+HWindows+HNT+5. 1, #VO HTTRA 1 Preprocessing Retrieved
1-;2-55@33 m“?::a,’gg*@’;‘“”dhqwsggg*i-1 ;S+WO :ﬁ;’” Initial size of file 12886 KB (12.5 MB)
a0, 248, oZillal. L+ molan A +zeres R - -
1.35.24 54 MozillafS_D+ELi5r‘1ux;+U;+Andruid+2.3. HTTR#.1 Size of file after | 608 KB
1.38.24.62 Mozillatd O+{compatible +MSIE+5.0; HTTPA 1 cleaning
1.38.24.71 Wozillas O-+HLinus: +U: +Android-+4.0, HTTPA 1 Before Cleaning 26380
1.38.24.79 Mozillass. 0+Linusx: +U: +dndroid-+2.3 HTTPA 1 After Cleaning 2226
1.38.24.95 Mozilla/d.0+Hcompatible, +MSIE+HS.0; HTTPA A1 Total time taken | 2.41 minutes +
gggglgg m°z?::ag-gigfh””ﬂcfU_;ﬁ“?”f:‘ :ﬁgﬂ} for data cleaning extra overhead (writing
Rl i oZilai. MUK, narol LT . H =
1.38.26.5 OneBrowsen’3.5/Mozilla/s. 0+{Linux; AHTTPA. queries,  generating
1.38.27.111 Mazilla/s.0+Linus, +U: +Android+2.3. HTTP/1.1 results, saving
(Rows:352  Time taken: 00:00:00 ) intermediate  _ files,
Figure 8: Snapshot of reading records with applying other utilities)
unique IP. (apprommately 5
minutes)
2.3 Session Identification (Table-1 Result Analysis of Proposed
a) Read record from the log file. Cleaning Process)
b) If there is a new user, then there is a new .
session. Table 2 shows the result after applying the
c) Inone user session, if the refer page is null algorithm in the tool UWAD. It reduces time in
we can draw a conclusion that there is a processing the records and it saves the data in the

new session. database for further use.

d) If the time between the page requests Stage of Preprocessing No.of Web Objects Retrieved
exceeds a certain limits (30 Minutes), it is
: 1 Total records in the file 26380
assumed that the user is starting a new ® £
session. Total records after deaning 22%
- User-& it t -tak Total t - Minut Minut b= atml = - - r a - OO
o seibserAgent i Nl i el o Total errors found inthe file 3834
1187 23195 Mozilla/S 0+{Windows +MNT+H 1) +App 35564 130783 2 2 2
1.187.4.41 Mozilla/s O+{WWindows+NTH 1 +W0 1120 2350 u} a 1
1.23.135.238  Mozilla/S 0+(WWindows+NTHE. 1, AW 0 870 870 o o 1 - a o ~ - O [ ~~{ 3
1.38.24.180  hozilla/5.0-+{Symbian0S/@.4; +Series 8077 16237 0 ] 1 Total reduction in file size 91.5%%
1.38.24.54 Mozilla/s O+{Linusx; HU; +Android+2.3 13042 19181 u} a 1
1.35.24.62 Mozillas4 O+(compatible; +MSIE+5.0; 2197 2197 o a 1 .
1.38.24.71  Mozillas5 D+{Linux; +U;+Android+4.0 8383 5383 0 a 1 Total time taken for data cdeaning | 146441 Seconds 2.44 minutes)
1.38.24.79 Mozilla/s O+{Linusx; +HU; +Android+2.3 5020 103474 2 2 2 ’
1.38.24.95 Mozilla/4 O+(campatible; +MSIE+S.0; 12243 39976 1 1 1
1.38.25.103 Mozilla/s O+(iPhone; +CRU+Phone-+ 1878 15192 0 a 1 . .
1.38.26.126 Mozilla/s O+{Linux; +Android+4 1.1, + 1226 1976 u} a 1 -
1.38.26.5 OneBrowsers3 5/Mazillas 0+(Linu 4 3560 3560 u} a 1 (Table 2 Resu It lArIaIySIs Of Proposed Clean I ng
1.38.27 111 Mozilla/s 0+(Linux; +U; +Android+2.3 4475 4473 (1] [u] 1 1
1.38.28.224 Mozilla/s O+{WWindows+NT+H 1, +W0 47928 47928 1 1 1 Process USI ng UWAD TOOI)
100.2 222 165 Mozilla/s O+(Macintash; Hintel+Mac+ 284 1269 u} a 1
101.2.41.142  Mozilla/S.0+(Linux; +Android+4. 0.4, + 2979 2973 (1] [u] 1
101,63 112 164 Mozilla/S 0+{Windows +MNT+H 1 +W0 1067 1067 u} a 1

Figure 9 : Snapshot of Calculating Session count
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Time Taken to Clean File

*overhead : writing queries, storing intermediate data, performing other utility tasks

(Table-3 Comparison of Tools Used)

Standard as well as Visual reports can be generated
using UWAD tool with customized requirements
for the mining process as shown in Figures 10 and
11.
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Figure 10 (a): Snapshot of selecting report.
(b): Snapshot of summary report.

e ETEYS I
: FIET

1JERTV 215120598

i
Log Files After Cleaning Process Particular Log File details

j

Figure 11 (a): Snapshot Cleaned log files.
(b): Snapshot of Particular file details.
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Conclusion

The purpose of research focuses on the key areas
like, Reduction of efforts by the automation of a
number of tasks, Easier association of mining goals
with the results that can be obtained and Possibility
of involvement of people having less technical
skills w.r.t mining. With the use of existing tools
this areas are not satisfied optimally so UWAD
provides the necessary foundation upon which
further extended pattern based on the molded
mining process can be generated. Next pattern will
focus on per page frequency of pages designed
using CMS and master page concept.
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