
 
 

 

 

  

 

 

 
Abstract—Availability of accurate content, when the user 

demands is a major challenge. To address this challenge present 

systems make use of learning tasks. Practically it is tedious to 

obtain a significant number of examples for training in learning 

tasks.  This research proposes a system for effectively training 

acquired information from the user and using it to classify the 

content, by using only the essential information in a set of 

unclassified information. Forming a set of useful keywords of 

diverse type and ranking content based on the usefulness of 

reviews or feedback from the user.  The committee (set of 

keywords) is obtained from probable possibilities for committee 

members by using set selected for training. This paper explains 

an approach which implicitly determines the significance of the 

expected facts to obtain from a training example, which makes it 

easy for implementation. The proposed system can help in 

providing reliable and quality content to the user with minimum 

delay using optimal resources.   

Keywords—Content ranking, diverse keywords, committee, 

learning task 

I. INTRODUCTION 

In today's world, there is a continuous increase in the 
amount of content on the internet. So it is necessary to get only 
the useful content from the internet when demanded by any 
entity. To address this issue classification of content as 
essential and nonessential is needed to be done. The reason 
behind this is sorting important information from various 
sources to get required content when needed. A major 
challenge in the classification of content is how to sort the 
important content. To overcome this challenge a system is 
required, to perform the content ranking which will effectively 
classify content. This classification of content is possible using 
learning task. 

Learning from the user in an interactive manner and 
processing the gathered information is done in the learning 
task. This can be done using active learning method which is 
efficient in acquiring information from the user. The gathered 
information is further processed by the diverse type of 
keywords    formed from obtained data.  There are many ways 
to form the committee i.e. set of keywords but our research is 
focused on the diverse type of members in committee. 

This research proposes a system that will rank the content 
by taking the reviews from the user.  When there is need of 
reliable and quality content this system can efficiently provide 
the required data to users. The ability to actively select the 

most useful training examples is an important approach to 
reducing the amount of supervision required for effective 
learning [1]. This research was motivated by following points: 

 There is a lack of classification techniques based on 
feedback from the user. 

 Effective ranking using active learning. 

 Need for quality, reliable content when required for 
analysis in real-time. 

II. LITERATURE REVIEW 

Most of the present data classification systems may solve 
the problem of data scarcity up to certain degree, but do not 
produce the whole solution at all situations. Techniques 
considered for research are briefly discussed below. 

A. Active Learning with Heterogeneous Ensembles [2] 

Active learning involves tasks such as discovering 
information, processing the information and applying it. One 
common approach in active learning is to choose one classifier 
and select data points that help the training of this classifier, 
which normally includes choosing data points according to 
some confidence measure[2].This approach includes 
uncertainty sampling[3][4], in which data points that the 
current classifier is most uncertain about are considered 
informative[2]. 

Heterogeneous committee members adapt in different ways 
and are able to solve different problems. Measuring the 
competence of committee members helps in making competent 
and accurate decisions [5]. 

B. Asking Generalized Queries to Domain Experts to Improve 

Learning[6] 

Often active learning can construct classifier by taking 

help of domain expert with more accuracy. The previous 

efforts using active learning only form classifier and query 

specifically. Considering implementation point of view 

domain experts proves themselves more useful by answering 

generalized queries. The significance of generalized query is 

that they are equivalent to many specific queries. Moreover, a 

general query is not efficient when answers from domain 

expert are not effective. 
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C. Combining Labeled and Unlabeled Data with Co-Training 

[7] 

In this method problem where large unclassified 

information is used to increase the efficiency of the algorithm 

when only limited information is available. A setting is 

considered where the description of each portion of data is 

partitioned into distinct views and learning task is applied to 

classify content[7]. The assumption in this method is any view 

can be used for learning if labeled data is available in 

sufficient amount. 

D. Comparing Performance of Committee Based  Approaches 

to Active Learning[8] 

This technique is based on constructing active learning 

systems based on query by committee. This approach 

considers the use of different measures of disagreement 

among component classifiers to select the most informative 

example to query an oracle for its label [8]. A technique is 

introduced based on analyzing  the neighborhood of examples, 

which is applied to create a starting training set for generating 

the ensemble[8].Results of this technique confirm that by 

using limited examples a final classifier can be generated. 

 

The advantages and disadvantages of the techniques 

discussed above are mentioned in TABLE I. 

TABLE I.  COMPARISON OF TECHNIQUES 

Technique Name Advantages Disadvantages 

Asking Generalized 

Queries to Domain 
Experts to Improve 

Learning. 

Generalized query is 

often equivalent to 
many specific 

queries. 

 

 

General queries are 

not good as answers 

from the domain 
experts can be highly 

uncertain. 

Combining Labeled 
and Unlabeled Data 

with Co-Training. 

Less number of 
examples needed to 

learn. 

 
 

 

Even for an optimal 

pair of functions 

occasionally 
inconsistent examples 

are seen. 

Comparing 

Performance of 
Committee Based 

Approaches to 

Active Learning. 

Classifiers are 

created using less 

number of queries to 
label examples. 

 
 

Applicability and 

effectiveness of 
committee based 

sample do not 

consider 
nonprobabilistic 

contexts. 

Active Learning with 

Heterogeneous 

Ensembles. 

Information is 

discovered easily and 

diverse type of 
ensembles increase 

the accuracy of 
classification. 

This technique is not 

efficient when using 
only one classifier 

type. 

 

III. PROPOSED SYSTEM 

 
By analyzing the information studied, this research 

proposes a system for ranking content using reviews or 
feedback from users.  

A. BLOCK DIAGRAM OF SYSTEM 

A block diagram is given below showing general 
architecture of the proposed system: 

Fig. 1. Block diagram for Content Ranking System 

B. WORKING OF THE SYSTEM 

1) Information gathering 

In this model, information is gathered using 

interactive frontend for certain content. Information of 

different categories  is available to the user. Following 

categories would be considered as an example, technical 

document, articles, images, etc.  

The system’s approach is based on keywords in 

reviews or feedback. In our setting the ranking score 

gives the usefulness of the review, so we look for 

keywords to extract that are not easily observable using 

simple techniques. Our interest is in analyzing reviews 

that are most useful for ranking and affect the content 

credibility. The reviews may consist description of 

content, features, personal comments, etc. 

2) Content Ranking 

This part will process the obtained information from 

the user and categorize it by applying a certain label to 

it. The labeled data is further processed by the system 

and the content is ranked and displayed to the user. For 

understanding the usefulness of the text in reviews, we 

relied on active learning and heterogeneous ensembles. 

The active learning part acquires the information 

required for classification of reviews and different types 

of sets of keywords i.e. heterogeneous ensembles, are 

used for categorizing review as useful or not useful. 

Based on useful  reviews the content is ranked. For 

constructing useful set of keywords, we consider 
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random selection of keywords and forming a set i.e. 

ensemble of different types of keywords.  

After constructing the ensemble, we classify each 

review by assigning it labels and keeping count of its 

classification as useful. Hence, each review now 

contains a count of usefulness. Based on this 

information, we estimate the rank of the content. Based 

on this fact the system can provide quality content to the 

users. 

3) Storage of information 

The labeled information is stored in a database for 

further use. This information is used for constructing 

diverse sets and using them for content classification. 

The content is displayed to a user by retrieving the 

information stored in the database. 

 

C. APPLICATIONS OF SYSTEM 

The system is applicable where content ranking is required 
for providing quality and reliable data to the user. Following 
applications are possible: 

 This system can be used as an interactive response 
gathering mechanism from people having diverse 
opinions. 

 Besides this, it can provide most relevant and 
informative content to users by acquiring reviews or 
feedback from users. 

 It can be used as a tool to rank content and control 
information on the internet. 

 Also, this system can be used in training robots to learn 
useful information and improve better understanding. 

IV. CONCLUSION 

We contribute to the research in content ranking based on 
user reviews. This paper looks the text in user reviews in a 
unique way of how simple interaction between a machine and 
human can help in providing essential information for 
classification. 

We also find that different type of reviews helps more by 
providing necessary data to the system for performing better. In 
terms of usefulness for classification, we observed diverse 
types of keywords perform better. 

Based on our findings, proposed system can rank the 
content and process it to display the relevant and reliable 
content to the user using cost-effective resources. 
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