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Abstract— The idea is to change the perception of remote 

controls for actuating manually operated Robotic-Hand. Well, 

this paper provides a way to eradicate  the buttons, joysticks 

and replace them with some other more different technique, that 

is, controlling the complete Robotic Hand by the users hand 

movement or motion or gesture. In this paper we deal with the 

design and development of a Five Fingered Robotic Hand 

(FFRH) using Arduino board, sensors and wireless feedback. 

The design of the system is based on a simple, flexible and 

minimal control strategy. The Robotic Hand has some 

independent commands for all the five fingers open and close, 

wrist up and down, base clockwise and counter clockwise, 

movement of bot, Pick and Place and Home position to move the 

fingers. Implementation of pick and place operation of the 

different object using these commands are discussed. The Sensor 

based human hand replication system is a system that can help 

and secure the human presence to be put under harmful 

situations such as radioactive and biohazardous. The technology 

can also be helpful in very precise instrumentation workings like 

a doctor operating a patient by a robot without its own hands. 

The technology has its many useful applications in the field of   

robotics, surgical operations, humanoid robots, etc. 

Keywords: Robotic Hand, Object Hunting, Wired and Wireless 

Feedback  
 

I. INTRODUCTION 
This paper deals with the Design and Implementation of a 
“Wireless Gesture Controlled Robotic Hand with Vision”. The 
system design is has 3 parts namely: Accelerometer Part, 
Robotic Hand and Platform. It is basically an Accelerometer 
based Robotic Hand system which controls a Robotic Hand 
wirelessly using a, small and low-cost, 3-axis (DOF’s) 
accelerometer via RF signals. The Robotic Hand is mounted 
over a movable platform which is also controlled wirelessly 
by another accelerometer [1]. 

One accelerometer is mounted / attached on the human one 
hand, capturing its behaviour (gestures and postures) and thus 
the robotic arm moves accordingly and the other 
accelerometer is mounted on other hand of the user / operator, 
capturing its gestures and postures and thus the platform 
moves accordingly. The robotic arm and platform is 
synchronised with the gestures and postures of both hands of 
the user / operator, respectively. The different motions 
performed by Robotic Hand are: PICK and PLACE / DROP, 
RAISING and LOWERING the objects.  

 

 

Also, the motions performed by the platform are: 
FORWARD, BACKWARD, RIGHT and LEFT. The system 
is equipped with an IP based camera also which can stream 
real time video wirelessly to any Internet enabled device such 
as Mobile Phone, Laptop, etc [2]. 

The main object of this paper is to design and implement Five 
Fingered Robotic Hand (FFRH) for providing a simple 
reflexive grasp that can be utilized for a wide variety of 
objects. The FFRH is designed based on servo, point-to-point, 
and cylindrical robot structure with five-pronged grippers(five 
fingers).This approach is focusing primarily on the task of 
grasping objects of different shapes and not that of 
manipulating or assembling objects. This type of a grasping 
device has a variety of applications in object retrieval systems 
for the handicapped, planetary, underwater exploration and 
robotic surgery. This paper basically deals with object picking 
and dropping. It works on hand gesture using glove based 
technology [3].  

II. RELATED WORK 

Today, there are a number of robotic hand used in robotics 

research, different hand with different features and design 

criteria. In this section, brief of some recent widely-used 

and/or Influential robotic arms is given. In the robotics field, 

several research efforts have been directed towards 

recognizing human gestures. Few popular systems are:  
 

A.  Vision-based Gesture Recognition 

It basically worked in the field of Service Robotics and the 

researchers finally designed a Robot which will perform the 

cleaning task. They designed a hand gesture-based interface 

to control a mobile robot equipped with a manipulator. This 

will uses a camera to track a person and recognize gestures 

involving arm motion. A fast, adaptive tracking algorithm 

enables the robot to track and follow a person easily through 

office environments with changing lighting conditions. It will 

perform the cleaning task and uses a camera for tracking [4].  
 

B.   Motion Capture Sensor Recognition  

This recognition technique made it possible to implement a 

system based on accelerometer to communicate with an 

industrial robotic arm wirelessly. In this particular project the 

robotic arm is powered with ARM7 based LPC1768 core. 

MEMS is a three dimensional accelerometer sensor, it will 

captures gestures of human-arm and produces three different 

analog output voltages in three dimensional axes. For gripper 

movement two flex sensors are used [5]. 
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C. Finger Gesture Recognition System based on Active 

Tracking Mechanisms  

The prime aim of the system (based on the above mentioned 

recognition methodology) proposed by the author is to make 

it feasible such that it will interact with a portable device or a 

computer through the recognition of finger gestures. Apart 

from the gestures, speech can also be other mode of 

interaction because of which this system can form part of a 

so-called Perceptual User Interface (PUI). The system could 

be used for Virtual Reality or Augmented Reality systems 

[6]. 

 

D.   Accelerometer-based Gesture Recognition   

This Gesture Recognition methodology has become 

increasingly popular in a very short span of time. There are 

two factors that makes it an effective tool to detect and 

recognize human body gestures are low moderate cost and 

relative small size of the accelerometer. There are several 

studies have been conducted on the recognition of gestures 

from acceleration data using Artificial Neural Networks 

(ANNs) [7] [8] [9].   

III. TECHNICAL REQUIREMENTS 
Components required for robot to made are aurdino mega, 
HC-05 Bluetooth module, servo motors, battery. The 
description of these components is given below: 

A. Arduino mega 2560 

The Mega 2560 is a microcontroller board based on 

the ATmega2560. It has 54 digital input/output pins (of 

which 15 can be used as PWM outputs), 16 analog inputs, 4 

UARTs (hardware serial ports), a 16 MHz crystal oscillator, a 

USB connection, a power jack, an ICSP header, and a reset 

button. 

B. Arduino nano 3.0 

The Arduino Nano is a small, complete, and breadboard-

friendly board based on the ATmega328 (Arduino Nano 3.0) 

or ATmega168 (Arduino Nano 2.x). It has more or less the 

same functionality of the Arduino Duemilanove, but in a 

different package. It lacks only a DC power jack, and works 

with a Mini-B USB cable instead of a standard one. The 

Nano was designed and is being produced by Gravitech.  

 

C.    Accelerometer 

An accelerometer measures acceleration or gravitational 

force. By tilting an accelerometer along its measured axis, 

one  read the gravitational force relative to the amount of tilt. 

Most of the accelerometers available today are small surface 

mount components, so that we can easily interface them to a 

microcontroller [10]. There are three axes that can be 

measured by an accelerometer and they are labelled as X, Y 

and Z. Each measured axis represents a separate Degree of 

Freedom (DOF) from the sensor—thus a triple axis 

accelerometer might be labelled as 3 DOF. In this paper, only 

2 axes namely X and Y are used. The accelerometer used in 

this paper is ADXL3xx [11].  

 

D.   Camera  

This system uses a smartphone with camera for continuous 

real time video streaming of the system and its surroundings. 

An IP based Android application [12], running on the 

smartphone enables the system to transmit the real time video 

wirelessly[13]. 

IV. OVERALL DESIGN OF THE SYSTEM 

A.     Proposed Block Diagram 

The overall design of the system shown in figure 1.It include 

Flex Sensors, Servo Motors, Arduino Mega, Arduino Nano, 

LCD, Bluetooth, Motor Driver L293D, accelerometer. 

 
Figure. 1: Proposed Block Diagram 

 

Robotic glove houses the circuitry which controls the robotic 

hand. It consists of Arduino Mega which is programmed in 

such a way that it transfers the required data with the help of 

a transmitter Module. At the same time the Flex sensor is 

doing its job by sending the degree of movement of the finger 

to the Arduino Nano. The processed values are then 

transmitted from the Module (NRF Transmitter) to the 

robotic arm. The module takes the feedback from the arm and 

sends the new processed signals to it.Fig shows the Robotic 

glove we designed. 
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Figure. 2: Robotic Glove 

 

B.    Major Parts of Robotic Hand 

In this paper, we design a robotic hand with three degrees of 

freedom, which is able to pick the different object and place 

them at the different location. Based on functionality, the 

system has been divided into the following parts:- 

 

 Robotic arm  

 Platform   

 Communication system  

 Wireless Video Transmission 

 

All these parts are discussed below: 

 

 Robotic Arm  

 

This is the vital part of the system as it is that part which will 

Pick up and Drop task of the project. The robotic arm is 

equipped with a Gripper (for picking and placing the objects) 

and an Arm (for raising and lowering the objects), Both the 

Arm and Gripper are equipped with Servo Motor to control 

the movement. These movements are synchronised with the 

hand gestures of the user, operating the Robotic Arm. 

 

Figure. 3: Robotic hand (Front View) 

The lowest point servo is attached in such a way that it moves 

the upper base horizontally from 0-180 degree depending 

upon the values from the NRF module.  

 

Figure. 4: Robotic Hand (Top View) 

 

The different figure shows that robotic hand graps different 

objects and the different hand gestures, shown in Figure, are 

described below: 

 

GESTURE 1: To stable the Arm 

GESTURE 2: To Lower the Arm  

GESTURE 3: To Raise the Arm  

GESTURE 4: To move clockwise, pick up and drop the 

object  

GESTURE 5: To move anticlockwise, pick up and drop the 

object. 
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Figure. 5: To Stable Robotic Arm 

 
 

 
  

Figure. 6: To Lower the Arm 

 

 

 
 

Figure. 7: To Raise the Arm 

 

 

Figure. 8: To move Arm clockwise, pick up and drop the object 

 

Figure. 9: To move Arm anticlockwise, pick up and drop the object. 
 

Robotic hand graps different objects as shown in figure 10: 

 

Figure. 10: Robotic Hand pick different objects 

 Platform 

Platform is nothing but it is the part of the project onto which 

the Robotic Arm is mounted. The platform is fitted with DC 

Motors and its movement is synchronised with the other hand 

gestures of the user, operating the Robotic Arm. The 

accelerometer is mounted on the one hand of the user, which 

will captures the hand gestures. Also, the other hand gestures 

which results in the movement of the platform. It is this part 

of the project which takes the entire project from one place to 

another.   
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GESTURE   1: To Stable  the  platform 

GESTURE 1: To make the platform move in Forward 

direction 

GESTURE 2: To make the platform move in Backward 

direction  

GESTURE 3: To make the platform take a turn towards Right 

GESTURE 4: To make the platform take a turn towards Left 

 

Figure. 11: To Stable the Robotic Hand 

 

Figure. 12: To move Platform in Forward Direction 

 

Figure. 13: To move Platform in Backward Direction 

 

Figure. 14: To move Platform towards Right 

 

Figure. 15: To move Platform towards Left 

 Communication System  

The entire paper is basically depends upon that 

communication.  No system / project can work without the 

communication system. Similar is the case with this project 

also. The RF Module, details of which are mentioned under 

Section 3.2, is the only communication equipment required in 

this paper. This Module is used to transmit the different hand  

gestures made by the user (encoded in the form of 4-bit 

digital data) wirelessly to the receiver [14], which decodes 
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the received 4-bit digital data and according to which the 

arm, gripper and platform moves. The block diagrams shown 

in Figure 16 & Figure 17 depicts the entire communication 

system of the project. The Linker (Circle, named “A”) in 

Figure 16 and Figure 17 is used to show the connection (flow 

of signals) between the Transmitter End and the Receiver 

End. 

 

Figure. 16: Transmitter 

 

Figure. 17: Receiver 

  Wireless Video Transmission  

In this paper we integrate IP based Camera with this system 

for real time video streaming. Camera used here, it will 

capture the video and transmitted over the internet and that 

can be viewed on any internet enabled device by entering IP 

address in the URL bar. 

 

 

 

 

 

V.       CONCLUSION 

The objective of this paper has been achieved which was 

developing the hardware and software for a gesture based 

robotic hand. From observation that has been made, it clearly 

shows that its movement is precise, accurate, and is easy to 

control and user friendly to use. The robotic hand has been 

developed successfully as the movement of the robot can be 

controlled precisely. This robotic hand control method is 

expected to overcome the problem such as placing or picking 

objects that are away from the user, pick and place hazardous 

objects in a very fast and easy manner or augmenting our 

abilities to perform such tasks. 
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