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ABSTRACT: 

Cluster is a term used regularly in our 

life is nothing but a group. In the view 

point of data engineering cluster is a 

group of objects with similar nature. The 

grouping mechanism is called as 

clustering. Clustering is a division of 

data into groups of similar objects. 

Representing the data by fewer clusters 

necessarily loses certain fine details, but 

achieves simplification. The similar 

documents are grouped together in a 

cluster, if their cosine similarity measure 

is less than a specified threshold 

In this paper we mainly focuses on 

view points and measures in 

hierarchical  clustering. We introduce a 

novel multi-viewpoint based similarity 

measure and two related clustering 

methods , the objects assumed to not be 

in the same cluster with the two objects 

being measured. Using multiple 

viewpoints, more informative 

assessment of similarity could be 

achieved.   

Existing work 

 Clustering is one of the most 

interesting and important topics 

in data mining. The aim of 

clustering is to find intrinsic 

structures in data, and organize 

them into meaningful subgroups 

for further study and analysis. 

There have been many clustering 

algorithms published every year.  

 

 Existing Systems greedily picks 

the next frequent item set which 

represent the next cluster to 

minimize the overlapping 

between the documents that 

contain both the item set and 

some remaining item sets.  
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 In other words, the clustering 

result depends on the order of 

picking up the item sets, which in 

turns depends on the greedy 

heuristic. This method does not 

follow a sequential order of 

selecting clusters. Instead, we 

assign documents to the best 

cluster. 

PROPOSED APPROACH 

The main work is to develop a novel 

hierarchal algorithm for document 

clustering which provides maximum 

efficiency and performance. It is 

particularly focused in studying and 

making use of cluster overlapping 

phenomenon to design cluster merging 

criteria. Proposing a new way to 

compute the overlap rate in order to 

improve time efficiency and “the 

veracity” is mainly concentrated. Based 

on the Hierarchical Clustering Method, 

the usage of Expectation-Maximization 

(EM) algorithm in the Gaussian Mixture 

Model to count the parameters and make 

the two sub-clusters combined when 

their overlap is the largest is narrated. 

 

 Experiments in both public data 

and document clustering data 

show that this approach can 

improve the efficiency of 

clustering and save computing 

time. 

 

 SYSTEM EXPLORATION 

 

Build a tree-based hierarchical taxonomy 

(Dendogram) from a set of documents. 

. 

 Dendogram 

 

Dendogram: Hierarchical Clustering 

• Clustering obtained by cutting the 

Dendogram at a desired level: each 

connected component forms a cluster. 
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CHALLENGES IN IERARCHICAL 

DOCUMENT CLUSTERING 

 

• High dimensionality: Each distinct 

word in the document set constitutes a 

dimension. So there may be 15~20 

thousands dimensions. This type of high 

dimensionality greatly affects the 

scalability and efficiency of many 

existing clustering algorithms. This is 

been cleared described in the following 

paragraphs. 

• High volume of data: In text mining, 

processing of data about 10 thousands to 

100 thousands documents are involved. 

• Consistently high accuracy: Some 

existing algorithms only work fine for 

certain type of document sets, but may 

not perform well in some others. 

• Meaningful cluster description: This 

is important for the end user. The 

resulting  hierarchy should facilitate 

browsing. 

HIERARCHICAL ANALYSIS 

MODEL 

 

 A hierarchical clustering 

algorithm creates a hierarchical 

decomposition of the given set of data 

objects. Depending on the 

decomposition approach, hierarchical 

algorithms are classified as 

agglomerative (merging) or divisive 

(splitting). The agglomerative approach 

starts with each data point in a separate 

cluster or with a certain large number of 

clusters. Each step of this approach 

merges the two clusters that are the most 

similar. Thus after each step, the total 

number of clusters decreases. This is 

repeated until the desired number of 

clusters is obtained or only one cluster 

remains. By contrast, the divisive 

approach starts with all data objects in 

the same cluster. In each step, one 

cluster is split into smaller clusters, until 

a termination condition holds. 

Agglomerative algorithms are more 

widely used in practice. Thus the 

similarities between clusters are more 

researched. 

 

Calculate the similarity 

between all possible 

combinations of two profiles 

Two most similar clusters 

are grouped together to form 

a new cluster 

Calculate the similarity 

between the new cluster and 

all remaining clusters. 

Hierarchical Clustering 

Keys 

• Similarity 

• Clustering 

 

 Hierarchical Clustering  
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HOW THEY WORK? 

 Given a set of N items to be 

clustered, and an N*N distance (or 

similarity) matrix, the basic process of 

hierarchical clustering is this: 

STEP 1 - Start by assigning each 

item to a cluster, so that if you have 

N items, you now have N clusters, 

each containing just one item. Let 

the distances (similarities) between 

the clusters the same as the distances 

(similarities) between the items they 

contain. 

STEP 2 - Find the closest (most 

similar) pair of clusters and merge 

them into a single cluster, so that 

now you have one cluster less with 

the help oh tf - itf. 

STEP 3 - Compute distances 

(similarities) between the new cluster 

and each of the old clusters. 

STEP 4 - Repeat steps 2 and 3 until 

all items are clustered into a single 

cluster of size N. 

 Step 3 can be done in different 

ways, which is what distinguishes 

single-linkage from complete-linkage 

and average-linkage clustering. In 

single-linkage clustering (also called the 

connectedness or minimum method), 

considering the distance between one 

cluster and another cluster to be equal to 

the shortest distance from any member 

of one cluster to any member of the 

other cluster.  

If the data consist of similarities, 

consider the similarity between one 

cluster and another cluster to be equal to 

the greatest similarity from any member 

of one cluster to any member of the 

other cluster. In complete-linkage 

clustering (also called the diameter or 

maximum method), consider the 

distance between one cluster and another 

cluster to be equal to the greatest 

distance from any member of one cluster 

to any member of the other cluster. 

In average-linkage clustering, consider 

the distance between one cluster and 

another cluster to be equal to the average 

distance. This kind of hierarchical 

clustering is called agglomerative 

because it merges clusters iteratively. 

There is also adivisive hierarchical 

clustering which does the reverse by 

starting with all objects in one cluster 

and subdividing them into smaller 

pieces. Divisive methods are not 

generally available, and rarely have been 

applied. 

Of course there is no point in having all 

the N items grouped in a single cluster 
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but, once the complete hierarchical tree 

is obtained and need k clusters, k-1 

longest links are eliminated. 

4.6 ADVANTAGES  

 

 Capable of identifying nested 

clusters 

 They are flexible - cluster
 
shape 

parameters can be tuned to suit 

the application at   hand. 

 They are suitable for automation. 

 Can optionally
 

combine the 

advantages of hierarchical 

clustering and partitioning
 
around 

medoids, giving better detection 

of outliers. 

 Reducing effect of initial values 

of cluster on the clustering 

results. 

 OLR-based clustering algorithm 

considers more the distribution of 

data rather than only the distance 

between data points. 

 The method can shorten the 

computing time and reduce the 

space complexity, improve the 

results of clustering. 

 

Given a data set satisfying the 

distribution of a mixture of Gaussians, 

the degree of overlap between 

components affects the number of 

clusters “perceived” by a human 

operator or detected by a clustering 

algorithm. In other words, there may be 

a significant difference between 

intuitively defined clusters and the true 

clusters corresponding to the 

components in the mixture. 

 HTML Parser 

 Parsing is the first step done 

when the document enters the 

process state. 

International Journal of Engineering Research & Technology (IJERT)

Vol. 1 Issue 7, September - 2012
ISSN: 2278-0181

5www.ijert.org



 Parsing is defined as the 

separation or identification of 

meta tags in a HTML document. 

 Here, the raw HTML file is read 

and it is parsed through all the 

nodes in the tree structure. 

Cumulative Document 

 The cumulative document is the 

sum of all the documents, 

containing meta-tags from all the 

documents.  

 We find the references (to other 

pages) in the input base 

document and read other 

documents and then find 

references in them and so on.  

 Thus in all the documents their 

meta-tags are identified, starting 

from the base document.  

Document Similarity 

 The similarity between two 

documents is found by the 

cosine-similarity measure 

technique.  

 The weights in the cosine-

similarity are found from the TF-

IDF measure between the phrases 

(meta-tags) of the two 

documents. 

 This is done by computing the 

term weights involved. 

 TF = C / T 

 IDF = D / DF. 

D  quotient of the total 

number of documents 

DF  number of times 

each word is found in the entire 

corpus  

C  quotient of no of 

times a word appears in each 

document 

T  total number of 

words in the document  

         TFIDF = TF * IDF  
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CONCLUSION: 

 

 Given a data set, the ideal 

scenario would be to have a given set of 

criteria to choose a proper clustering 

algorithm to apply. Choosing a 

clustering algorithm, however, can be a 

difficult task. Even ending just the most 

relevant approaches for a given data set 

is hard. Most of the algorithms generally 

assume some implicit structure in the 

data set. One of the most important 

elements is the nature of the data and the 

nature of the desired cluster. Another 

issue to keep in mind is the kind of input 

and tools that the algorithm requires. 

This report has a proposal of a new 

hierarchical clustering algorithm based 

on the overlap rate for cluster merging. 

The experience in general data sets and a 

document set indicates that the new 

method can decrease the time cost, 

reduce the space complexity and 

improve the accuracy of clustering. 

Specially, in the document clustering, 

the newly proposed algorithm measuring 

result show great advantages. The 

hierarchical document clustering 

algorithm provides a natural way of 

distinguishing clusters and implementing 

the basic requirement of clustering as 

high within-cluster similarity and 

between-cluster dissimilarity. 

 

FUTURE WORKS 

 In the proposed model, selecting 

different dimensional space and 

frequency levels leads to different 

accuracy rate in the clustering results. 

How to extract the features reasonably 

will be investigated in the future work. 

 There are a number of future 

research directions to extend and 

improve this work. One direction that 

this work might continue on is to 

improve on the accuracy of similarity 

calculation between documents by 

employing different similarity 

calculation strategies. Although the 

current scheme proved more accurate 

than traditional methods, there are still 

rooms for improvement. 
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