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Abstract  
 

In Data mining is about analyzing data; for 

information about extracting information out of data. It 

is a very actual and interesting issue having more and 

more data stored in database. The most important 

usage: customer behavior in market purchasing, 

shopping cart processed information provide, 

management of campaign , customer relationship 

management, mining about web usage called web 

mining, mining of text. In the current age of science we 

developed such technology by using it each type of data 

related to anything such like person, place, shop, or 

any organization can be stored. This data is a big 

source of information. Data mining provides such 

techniques that convert stored data into the useful 

information data mining is the method for extracting 

valid, accurate and actionable information from 

database. The Frequent Pattern tree method is best 

algorithm in association mining by which we can 

construct frequent patterns in data. By using compact 

tree structure and applying sectioning-based divide-

and-conquer data mining searching method, we can 

reduce or minimize the costs search probably. It is just 

as the examination of much CPU system or by reducing 

computer memory for solving problem. By this 

technique can be apparently decrease or optimize the 

costs for interchanging and monopolizing control 

information and the complexity of algorithm is also 

decreased in efficient manner. Here we will discuss on 

balanced dynamic fp tree construction technique or 

method that will optimize or reduce the cost of 

construction and execution and also show better 

improvement in performance as compare to other 

methods.   

 

1. Introduction  
We in the last decade the sizes of databases has 

increased rapidly and in the future it will increased 

more rapidly. This has led to interest in the 

development of tools capable in the automatic 

extraction of useful information from data. The term 

Data Mining, or Knowledge Discovery in large 

Databases, has been adopted for a field of research 

dealing with the automatic discovery of implicit 

information or knowledge within databases a very 

influential association rule mining algorithm, Apriori 

has been developed for association rule mining in large 

transaction databases. A big step forward in developing 

the working or performance of these algorithms was 

made by the frequent pattern tree. Frequent-pattern 

mining contributes very vital role in mining association 

correlations, causality, sequential patterns, max-

patterns, episodes mining, multi-dimensional patterns, 

contrast patterns, and several other substantial data 

mining work. In the many earlier work, as in [1] , [2] 

and [3] used an approach, which is similar to Apriori 

and also rely on the similar property of Apriori 

heuristic called anti-monotone property. 

The Apriori heuristic is achieved exceptional 

performance output by minimizing the proportions of 

candidate sets. Different cases have different scenario, 

some situations have a large number of frequent 

patterns, long patterns, or with very low minimum 

support thresholds, those algorithms which have similar 

technique like Apriori method may undergo from the 

two different types of cost: 

By doing all kind of management to handle a huge 

number of candidate sets but it has still more cost. In 

Apriori like algorithms generates large number of 

candidates so in practically if the database is too big 

and it can not fit into the main memory. These are two 

points where we will concentrate. In many situations, it 

is really hard to do the rescanning of dataset and test a 

huge set of candidates based on pattern match. Can we 

develop a technique that does not produce candidate in 

repeatative way? And apply some different data mining 

technique (in terms of data structure) to keep the cost 

low in FP mining? In our paper, we develop some 

useful techniques to resolve the problem. At First, a 

solid data structure as frequent-pattern tree is 

generated, for the confirmation that the tree structure 

we used is informative and compact, only items of 

frequent length – one will have nodes in the tree, the 

FP-Tree nodes are managed in such way that more 

repeatedly occurring nodes will have greater 

opportunity to share a node rather than lower frequently 
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occurring ones. In the next technique pattern-fragment 

growth mining procedure is utilized, that is based on fp 

tree and begin from a frequent le pattern of length-one 

(initial suffix pattern), checks its conditional-pattern 

base (a “sub-database” that has the set of frequent items 

co-occurring with the suffix pattern), generate its own 

Frequent Pattern tree, perform mining work recursively 

with similar tree. Third, we used a search method in 

mining is different than Apriori-or other similar 

candidate generation. It is a divide-and conquer 

technique (partitioning based) that suddenly decrease 

the magnitude of sub database constructed at the 

succeeding step of research as well as the magnitude of 

its relevant conditional Frequent Pattern tree provides . 

 

 

2. Base Notation and Implementation 

A condition that may occur in a very large database. 

To project the database, a projection of database 

technique is introduced to deal in the condition when 

the Frequent Pattern tree cannot be put in main memory 

Extensive experimental results have been reported. 

Experimental result will shows some point at where the 

size of Frequent Pattern Tree and important point of 

frequent pattern growth on the projection of data to 

generate Frequent Pattern Tree. The shared parts can be 

merged by applying single prefix structure until count 

registration is done. On the basis of order of frequent 

items two or more record accord a common prefix. 

 

FP-tree 

FP-Tree, frequent pattern mining, in data mining 

mining breaks the Apriori bottlenecks problem. The 

frequent item-sets are generated with only two passes 

over the database and without any candidate generation 

process. FP-Tree shows much better results than 

Apriori the reason is that the support threshold 

(minimum) goes low, length of frequent item-sets and 

the number of frequent items enlarge dramatically. 

Development of a solid Frequent Pattern tree 

guarantees that succeeding mining can be done with a 

solid data structure. This does not give ensure by itself 

that it will be most efficient since one may still find out 

the problem making combination of candidate 

generation . 

 

 
 

  Figure 1 FP tree data structure of database 
 
 1. COMPARIOSION ON THE BASIS OF EXECUTION 

TIME ANDMINIMUM SUPPORT COUNT BETWEEN 

FPGROWTH 
Tree conditional pattern, FP-GROWTH TREE with DB 

parallel projection and FP-GROWTH Tree with 

Database Partition projection.              

       TABLE 1 COMPARISION OF TECHNIQUES 
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Graph representing the comparison of FP-GROWTH 

Tree, Data base Parallel Projection and Data base 

Partition projection when number of records varying. 
 

 
 

Figure 2 Comparison in execution time 

 
COMPARIOSION ON THE BASIS NUMBER OF 

RECORDS AND MINIMUM SUPPORT COUNT 

BETWEEN FP-GROWTH TREE Conditional pattern, FP-

GROWTH Tree with DB parallel projection and FP-

GROWTH Tree with Database Partition projection.                                 

TABLE 2 Comparison of techniques in respect of records 

 

 

GRAPH REPRESENTING THE COMPARISON OF FP-

GROWTH TREE, DATA BASE PARALLEL PROJECTION 

AND DATA BASE PARTITION PROJECTION WHEN 

MINIMUM SUPPRT COUNT VARING. 

 

Figure 3 Comparison in approach 

This practical work leads to the following conclusions.  

(1.) The advantage of FP-tree is that it is more space efficient 

in case of dense datasets .A dense dataset can be compressed 

many times.  

(2.) The FP-tree gets bushy in such cases, Fp-tree size may be 

increased due overhead of links. Degree of sharing in 

branches of frequent pattern tree becomes low. That’s why 

we create a projected database in place of Frequent Pattern 

Tree. We only create an fp tree when the datasets cross the 

certain density limit.  

(3.) From the practical work, a point came out that such a 

threshold is pretty low. So, we can introduce fp-tree even for 

very large and/or sparse database, after one or a few rounds of 

database projection. 

 (4.) FP-Growth Tree is more efficient then tree projection but 

it is difficult to maintain it in memory so tree projection is 

used in tree projection two types of projection is used parallel 

projection is good but it takes more memory but partition 

projection takes more time is execution but takes less apace 

compare to parallel projection . 

 

3. Advantages 

(1) To reduce the cost of multiple scan in succeeding mining 

processes a parallel frequent pattern tree is generated. This 

tree will be smaller in size then the actual database. Because 

its size is small then it will take less time to scan. 

 (2.) By adjoining projection technique into the process of 

tree construction, we save the costly frequent items main 
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scans in which hugely shorten the time of tree-construction. 

And the performance is much better than the FP-tree method. 

 (3) The costly candidate propagation and test is avoided by 

applying a pattern growth based technique. 

 (4) By applying partioning-based techniques, which greatly 

help to keep the size of the succeeding conditional PFP trees 

pattern bases and conditional pattern bases low. I have 

proposed a decent method for constructing projection 

frequent pattern tree, and if we conjoined the method of 

constructing PFP-tree and the PFP-tree-based mining, we can 

mine frequent patterns efficiently in large databases[9][10]. 

We call this conjoined method PFP growth [11].  

4.Conclusion 

 
   Since a transactional databases are projected and the list of 

frequent items is mined in reverse order. First we mined the 

least frequent item from the parallel projected database and 

continue further. In this paper we have introduced a novel 

approach and it shows significant improvement over the 

results. To see the actual performance all the three techniques 

should be tested under the same environment. Because it may 

differ in various ways, some time the dataset is differ, 

sometimes the input/output devices perform differently. We 

have provided a console based application in which there is 

no GUI control. For the future enhancement the application 

can be developed for a 64-bit operating system. In this 

approach the selection of procedure (parallel or partition) is 

not dynamic. The user will decide which type of technique he 

wants to use. 
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