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Abstract:- Today, energy conservation is gaining lot of 

attention. The subject Green IT, Sustainability has emerged 

which involves the study and practice of environmentally 

sustainable computing and includes "designing, 

manufacturing, using, and disposing of computers, servers, 

and associated subsystems-such as monitors, printers, storage 

devices, and networking and communications systems 

efficiently and effectively with minimal or no impact on the 

environment”. When we calculate the energy utilization of a 

data center we have to consider both energy consumption in 

server systems and the energy required for cooling and in 

power delivery infrastructure. We need to calculate the 

energy consumption by each server by using basic power 

consumption equation so that we can calculate the total 

energy consumed by the data center. Some authors have 

calculated the energy consumption by a processor during idle 

time and during busy time while some have proposed 

scheduling algorithms which involve varying the voltage and 

frequency based on requirements. Algorithms like DVFS can 

schedule voltage and frequencies of CPUs in low power active 

state and suspended inactive state. We have focused on 

calculating not only the losses that occur during scheduling 

but also the losses caused by the components used. Authors 

have proposed equations to calculate the total energy 

consumed without considering the losses. We have discussed 

how energy supplied at different times or different intervals of 

time can be saved. Some measures have been proposed to 

minimize the losses. 
 

Keywords: - Cloud computing, virtual machine, task 

scheduling, genetic algorithm, group search optimization 

algorithm, GGSO, Infrastructure as a Service (Iaas), Quality –

of-Service (QoS). 
 

1. INTRODUCTION 

 

A data center where servers consume enormous 

amount of energy and release carbon dioxide poses serious 

environmental hazards. The energy consumption in a data 

center with large pool of servers determines the maximum 

size and computing capacity of the data center and 

therefore the maximum service that can be provided to 

clients. Studies reveal that data centers of the IT industry 

contribute nearly 2% out of 14% of total 

 

 
carbon emission from industries. This is creating serious 

environmental hazards including global warming. With the 

advent of Cloud Computing using data centers with a large 

number of servers, the problem is becoming more serious 

and there is a need for efficient energy management. 
Cloud Computing has as of late developed as an 

appealing model of offering Information Technology (IT) 

foundation (i.e., registering, stockpiling, and system) to 

expansive and in addition little endeavors both in private 

and open areas. Cloud administration suppliers offer these 

administrations focused around altered Service Level 

Agreements (SLAs) which characterize client's obliged 

Quality of Service (Qos) parameters. Distributed 

computing decreases speculation in different assets like 

equipment, programming and permit assets to be rented and 

discharged. It decreases beginning speculation, support cost 

and working expenses. Cloud administrations are facilitated 

on administration supplier's own particular framework or 

on outsider cloud foundation suppliers. As a critical piece 

of distributed computing, Infrastructure as a Service (Iaas) 

gets to be exceptionally well known as the establishment 

for larger amount administrations. Chiefly, three sorts of 

administrations are conveyed: Platform as a Service (Paas), 

Infrastructure as a Service (Iaas) and Software as a Service 

(Saas). Cloud clients utilize these administrations at 

whatever point required by interest utilizing pay-every use 

model. Iaas suppliers, for example, Amazon EC2 and IBM 

Smart Cloud Enterprises, permit clients to lease assets as 

Virtual Machines (VMs). They can offer distinctive VM 

sorts that are described by machine arrangement, Qos and 

estimating model. One average agent is Amazon EC2 

which can give three sorts of evaluating models: on-

interest, reticent and spot. objectives of this research 

include: 
 
1. In-depth study on energy utilization and its importance 

in data centers.  

2. Study on existing energy evaluation algorithms such as 

Dynamic Voltage Frequency Scaling(DVFS), Group search 

optimization(GSO) and Genetic Algorithm.  
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3. Developing methodology to enhance DVFS algorithm 

by considering losses of its equipment along with voltage 

and frequency in the data center.  

4. Deriving improved version of energy equations for 

optimum utilization of energy  

5. Development of hybrid model using GA and GSO for 

effective utilization of energy  

6. Finding an algorithm which works on dynamic load, 

increases profit of the cloud providers and saves 

appreciable amount of energy.  

 

2. LITERATURE REVIEW 

 
Good sleep scheduling and virtualization techniques of 

computing resources in data centers improves the energy 

efficiency of data center. The cloud, in essence, comprises 

a group of virtual machines equipped with the facility of 

computation and storage. We are working on a task 

scheduling scheme on diverse computing systems using a 

hybridization of genetic and Group search optimization 

algorithm (GGSO) is proposed. The basic idea of our 

approach is to exploit the advantages of both genetic 

algorithm (GA) and group search optimization algorithms 

(GSO) while avoiding their drawbacks. In GGSO, each 

dimension of a solution symbolizes a task and a solution as 

a whole signifies all tasks priorities. The important issue is 

how to assign users tasks to maximize the income of 

Infrastructure as a Service (Iaas) provider while promising 

Quality-of-Service (QoS). The generated solution is 

competent to assure user-level (QoS) and improve IaaS 

providers’ credibility and economic benefit. The GGSO 

method also designs the producer, scrounger ranger, 

crossover operator and suitable fitness function of the 

corresponding task. According to the evolved results, it has 

been found that our algorithm always out- perform the 

traditional algorithms. Cloud Computing has as of late 

developed as an appealing model of offering Information 

Technology (IT) foundation (i.e., registering, stockpiling, 

and system) to expansive and in addition little endeavours 

both in private and open areas [1,2]. Cloud administration 

suppliers offer these administrations focused around altered 

Service Level Agreements (SLAs) which characterize 

client's obliged Quality of Service (Qos) parameters. 

Distributed computing decreases speculation in different 

assets like equipment, programming [3] and permit assets 

to be rented and discharged. It decreases beginning 

speculation, support cost and working expenses. Cloud 

administrations are facilitated on administration supplier's 

own particular framework or on outsider cloud foundation 

suppliers [4]. As a critical piece of distributed computing, 

Infrastructure as a Service (Iaas) gets to be exceptionally 

well known as the establishment for larger amount 

administrations [5]. Chiefly, three sorts of 

 
administrations are conveyed: Platform as a Service (Paas), 

Infrastructure as a Service (Iaas) and Software as a Service 

(Saas). Cloud clients utilize these administrations at 

whatever point required by interest utilizing pay every use 

model. Iaas suppliers, for example, Amazon EC2 and IBM 

Smart Cloud Enterprise [6], permit clients to lease assets as 

Virtual Machines (VMs). They can offer distinctive VM 

sorts that are described by machine arrangement, Qos and 

estimating model. One average agent is Amazon EC2 

which can give three sorts of evaluating models: on-

interest, reticent and spot [7, 8]. the biggest concerns about 

cloud computing are security and privacy . The traditional 

security problems such as security vulnerabilities, virus and 

hack attack can also make threats to the cloud system and 

can lead more serious results because of property of cloud 

computing. Hackers and malicious intruder may hack into 

cloud accounts and steal sensitive data stored in cloud 

systems. The data and business application are stored in the 

cloud center and the cloud system must protect the resource 

carefully [21]. Moreover, the clouds can be classified in to 

three categories such as public, private and hybrid [9]. At 

the point when the cloud becomes accessible for the 

common client on a pay-every use stipulation, it is treated 

as the public cloud. At the point when associations build 

their own specific applications and operate their own 

specifics in the structure it is labelled as the private cloud 

as right of entry is limited to clients within the association. 

The hybrid cloud is furnished by the integration and 

amalgamation of the public and private clouds [10]. A 

power model has been proposed by authors [11] which is 

given as, 
 

E=t P.U(t) ……………………….(1) 
 
Where, P is the power utilized and U(t) is the usage of the 

machine with time. As time increases energy consumption 

also increases and we need to calculate the losses which 

increase as the usage increases. Energy calculations have 

been done by authors in [12] incorporating busy CPU and 

idle CPU, times and proposed overall energy consumption 

equations like 
 
Eprocessor=busy time *Pbusy+ (system time – busy time ) 

* Pidle --------- (2) 
 
The overall energy consumption of the center with n 

processors can be estimated as proposed by authors 
 
in[13] 
Eoverall=n=1Eprocessor ………………………(3) 
 
Authors [14] have calculated the energy consumed by a 

data center as the integral power consumed with respect to 

time but authors[11] have shown Pdep = CefV 
2
 dd 

 

From Equation (1) E=   
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If we consider the losses, then the equation (1) is 

modified as  
   

 
Where, E is the energy utilized which is equal to the 

overall power utilized with respect to time multiplied by 

the heat losses. Assuming as the load of a data center 

increases with time the amount of power consumed by a 

data center also increases. The power consumption of a 

data center also increases the power requirement. After 

Calculating, the accurate amount of energy utilized in the 

data center we worked and studied on some algorithms 

which were based on task scheduling and minimizing the 

energy consumption. We studied the Genetic algorithm and 

group search optimization algorithm[13][14]. 
 

A.  Genetic algorithm 
A genetic algorithm was first launched by Holland in 

1975[15], as an iterative stochastic in which the natural 

appraisal is employed to mould the search technique. The 

GA techniques can be employed to tackle the optimization 

issues by replicating the genetic function of the biological 

organism [16, 17]. As indicated by the name, the GA 

approaches follow the evolutionary theory in nature to 

tackle the optimization issues. A general genetic algorithm 

performs three genetic functions such as the selection, 

cross over and mutation. In the selection, certain solutions 

from the populations are chosen as parents where as in the 

crossover the parents are crossbred to generate the 

offspring. In the case of the mutation the offspring is 

organized in accordance with the mutation rules. In the 

genetic algorithm, a solution is termed as the individual and 

the iterations of the algorithm are labelled as the 

generation. 
 
B. Group search optimization algorithm 

The GSO technique is at first proposed by [9]. It is 

a population –based optimization approach and uses the 

producer-scrounger (PS) model and animal scanning 

mechanism. Producer-scrounger model for designing 

optimum searching strategies was stimulated by animal 

searching conduct and group living theory [18]. It has often 

paved the way for the adoption of two foraging techniques 

within groups: 1) creating and looking for food; and 2) 

scrounging, joining resources exposed by others. With a 

view not to entrap in local minima, the GSO further 

deploys the “ranger” foraging techniques. 
 
The population of the GSO approach is known as a group 

and each individual in the population is termed a member. 
 

3. PROPOSED WORK 

 

We have proposed an equation to calculate the losses 

and energy consumed. This equation helps to know how 

much power we need to supply to the data center and what 

are the other losses that occur excluding the calculated one. 

As we know that the power required by a data center is not 

constant but depends upon the load and duration of usage 

of servers or systems[19]. When we want to know how 

much energy is to be supplied to a data center we need to 

know the heat generated and the requirement of cooling 

systems. When we calculate the total energy requirement in 

a data center we need to calculate the losses that occur in a 

data center. We propose the following equation: 
 
ET=Ec+TE+t PCPU+HL……………… (5) 
 
Where, ET stands for total energy consumed by data center, 

EC is the energy required for cooling, TE is the minimum 

energy consumed by both idle and active CPUs in data 

center, tPCPU is the power consumed by the CPU with 

respect to time. HL is the heat loss caused by the 

components used in the data center. EC can be calculated 

as EC=NS*HG in joules 
 
Where, NS stands for minimum supply given to cooling 

system and HG are the heat losses. 
By considering the redundancy, the factor which is 

considered for the failure or servicing of the cooling 

equipment of any other equipment in a data center [20]. 
Therefore if we consider having redundant 

equipment (equipment which considers redundancy) we 

can re-write the energy equation as 
 
EC=NS+HG +R……………………..(6) 
 

Where, R stands for redundancy. If we have 100KW of 

power usage then we need 100KW of cooling plus 

redundancy to allow for cooling equipment failures and 

servicing. We may also need to add additional cooling 

capacity to allow electronic equipment lay out or computer 

room infrastructure design like load cooling delivery or 

overloaded areas. 
TE is the minimum energy consumed by both idle and 

active CPUs in data center which is given by TE= PI+PA 

where PI is the power consumed by idle CPU and PA is the 

power consumed by active CPU. HL is the heat loss caused 

by the components used in the data center given by. 
 
HL= t LD. VD+fD…………………. (7) 
 

Where LD is the load on the data center, VD and fD 

are variations in voltage and frequency respectively. 
 

VD is given by VD=V max -Vmin, which are 

maximum and minimum voltages respectively. 
fD is given by f D=f max-f min, which are maximum 

and minimum frequencies respectively. We have to 

consider the losses which are function of time i.e. longer 

the CPU runs more is the power required. Therefore longer 

the CPU runs more will be the heat generated from CPU 

which can be calculated by 

t P CPU*HL………………………(8) 
The above equations are implemented based on the values 

taken from the referenced authors papers [18][14][4] and 

we have got the following graphs. 

E= 𝑃𝑈(𝑡)
𝑡2

𝑡1
*losses ……………………..(4)
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4. RESULTS 

 

The results plotted as fig.1 to fig. 3 shows that when 

we use our proposed equation to calculate the amount of 

energy consumed in a data center it is giving the better 

results when compared to the old equations. The results 

also shows that if we know the exact amount of energy 

consumed by the data center by minimizing the losses the 

we don’t need to run CPUs for longer hours and thus can 

save good amount of energy. When we know that what is 

actual amount of energy required by the data center and 

avoid the losses we can find that our equation gives the less 

numbers of hours the CPU should be running to complete 

the same task. 
 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.1: Graph of energy v/s various equations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.2: Graph of CPU v/s time duration of energy consumption 

 
 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.3: Graph of Time v/s energy loss. 

 
Thus we have proposed an equation which 

calculate the amount of energy consumed by the data center 

by considering the losses in the data center. We have taken 

some values of energy consumed and losses from the 

papers of the authors who have worked on the same and we 

found that our equations calculate much accurate energy 

consumed values. After proposing an equation we are 

trying to find an algorithm to reduce the energy 

consumption in a data center. We are working on Genetic 

algorithm and Group search optimization algorithm and 

trying to come up with a hybrid technique called GGSO. 
 

5. PROPOSED ALGORITHM GGSO 
(Genetic  Group  Search  Optimization)  Algorithm 
 
Based Task Scheduling 

The objective of this research is to schedule the 

task based on the GGSO algorithm. Here, our hybrid 

optimization algorithm is designed between the genetic 

algorithm [19] and group search optimization algorithm 

[20]. Our approach is exploiting the advantages of the 

genetic algorithm and group search optimization algorithm 

while avoiding their draw backs. By hybridized these two 

optimization algorithm, it will be overcome the 

disadvantages of the individual performance of the GSO 

and GA and it has the advantages of easily realizing and 

quickly converging, so that this scheduling approach is able 

to get an optimal or suboptimal solution in a shorter 

computational time. Hybridizing 
GSO and GA leads to the combined effect of the good 

global search and good local search algorithm, which yields 

a promising result. In our approach at first, we apply the 

GSO algorithm to the application, which find out the 

optimal task scheduling to the corresponding application. 

Finally in each iteration, the worst solution is replaced by 

crossover operator to improve the solution quality. We are 

working on the implementation of the Algorithm for GGSO 

in task scheduling where we are planning these following 

algorithmic steps to be implemented. 
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GGSO Algorithm 
 

Input 
 

Parameter for the GGSO algorithm; 

Parameter for the task scheduling; Output 
A task scheduled 
 
1.call step 1 to create an initial solution 
2. repeat  

3. call algorithm 2 to evaluate the fitness function  

4. copy the elitism directly to the next new solution  

5. repeat  

6. call step 3 to select a producer for the task  

7. call step 4 to select the scrounger of the task  

8. call step 5 to select the rangers  

7. call algorithm 4 to replace a worst solution by 

crossover operator 
8. until the new population complete  

9. replace the old population by the new population  

10. until the termination condition is satisfied  

11. return optimal scheduled task.  

 
Our final research work will be the implementation of 

Hybrid algorithm GGSO for task scheduling and thus to 

save appreciable amount of energy consumption. 
 

6. CONCLUSION 
 

Energy utilization is one of the challenging research 

issue where various works have been reported in the 

existing literature. Effective utilization of power play 

major role in various application especially in data centers. 

This research work focuses on development of an effective 

model for utilizing energy in data centers. A new energy 

equation has been proposed in this work. A GSO and GA 

based hybrid model has been proposed in this work for 

effective energy consumption. Results show increased 
power utilization using proposed model. 
 

7. FUTURE WORK 

 Energy equations proposed never considered 

the losses that occurred in a data center. 

 Those equations does not hold good for the 

variable loads. 

 Genetic algorithm converges slowly when it is 

used individually. 

 GSO algorithm may loose some solutions while 

finding the best path to reach the optimal 

solution. 
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