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Abstract—In this approach, We put forward an energy-

efficient routing protocol for Wireless Sensor Networks (WSNs) 

by means of a Gateway Node. Based on the location of the 

sensors in the sensing field it is being divided into four logical 

regions. Installation of the Base Station (BS) is away from the 

sensing area and at the center of the sensing area gateway node 

is been installed. The node uses direct communication if the 

distance of a sensor node from Base Station or gateway is less 

than predefined threshold distance,. Rest of the nodes are 

divided into two equal regions whose distance is beyond the 

threshold distance. Cluster head (CH) is selected in each region 

which is independent of the other region. These CHs are selected 

on the basis of a probability. Performance of this approach is 

compared with LEACH (Low Energy Adaptive Clustering 

Hierarchy). Performance analysis and statistic results show that 

the proposed protocol perform better in terms of residual 

energy, network lifetime and throughput. 
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I. INTRODUCTION 

Wireless sensor networks have been one of the most 

important and interesting topics of discussion in the area of 

network technologies due to their ability to perform tasks 

without a communication infrastructure. A sensor network is 

consist of a very large number of sensor nodes and a base 

station which collects the data . The BS processes and stores 

the information it accepts from the nodes, it is an access point 

for the sensors on its network and if required, it may relay 

data to a central server for monitoring. A sensor node, despite 

its limited energy, calculation capability and memory, 

collaborates with the other sensor nodes and queries the 

physical quantities (heat, light, moisture, gas, etc.) of the 

environment, compiles the received data and transmits them 

to the base station.  

Nodes are the building block of WSN –as shown in the 

figure these node May range from few to thousand number 

and are also interconnected to each other. Each of these 

sensors are part of an entire network which manages a 

particular region. Nodes usually contains the following : a 

microcontroller an inbuilt antenna a battery all embedded in 

one single circuitry sensor nodes vary in size from the size of 

shoebox to a size of grain it acts as functioning “bits” . they 

are also very powerful in nature . These sensor nodes are 

similarly variable in case of pricing it might cost from a few 

to hundreds of dollars, based on the difficulty level of the 

individual sensor nodes. These might result in constraints on 

resources such as energy, memory level , calculation speed 

and transportations bandwidth. The topology also varies from 

simple star topology to even multihops network. The 

propagation technique between the hops of the network can 

be routed else it might get flooded. 

 

 
Fig.1 Sensor network 

 

The intense deployment of WSN makes it quite difficult 

to recharge node batteries. Therefore, a key subject for WSNs 

is to restrain power expenditure of sensor nodes to extend 

network lifetime. In [3] [4] many clustering based routing 

protocols are suggested. Clustering protocol network energy 

consumption is well accomplished by minimizing the 

broadcast range of the sensors. Sensor nodes do not transmit  

data directly to the BS instead CHs receive the whole group 

messages, aggregates and sends it towards the BS resulting 

CH manages the group communication with the BS.  

All nodes in cluster transmit their data to its corresponding 

CH. Time Division Multiple Access (TDMA) schedule for its 

member nodes to avoid collision by the CH. Each member node 

transmits its data to CH only in defined allocated time slot 

hence, sensor nodes turn off their transceivers otherwise. 

TDMA scheduling encourages saving energy of sensor nodes 

and these nodes stay alive for very long period. As a rule, 

each member node transmits its data to nearby CH therefore;  

a minimum amount of energy is necessary for data 

transmission. CHs perform calculation on collected data and 

strains out the redundant bits; it reduces the amount of data 

that has to sent to the BS. Accordingly, transmission energy 

of sensors reduce to significant amount in this approach, we 

implement an energy-aware multi-hop routing protocol using 

a gateway node. 

The energy consumption of sensor nodes is considerably 

reduced by logically dividing the network into four regions. 

Different communication hierarchy in different regions has 

been used. Nodes closer to the BS and gateway  node use 

direct communication. In other two regions nodes use 

clustering hierarchy i.e. sensor nodes transmit their data to 
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gateway node through their CHs. Gateway node define 

clusters and issues a TDMA schedule for CHs. Every Cluster 

Head issues TDMA schedule for its member nodes.  

This paper is ordered as follows: segment 2 briefly 

reviews the related work. Segment 3 describes the network 

model. Proposed algorithm is explained in segment 4. In 

segment 5, we define the performance parameters and the 

performance of our proposed protocol is shown by 

simulations and is then compared with LEACH. Finally, 

segment 6 gives conclusion. 

II. RELATED WORK 

The most important features in the design of the wireless 

sensor network is Energy consumption and network lifetime. 

So to overcome this we use clustering based routing for 

WSNs. In clustering based protocol, the data from the sensor 

nodes are aggregated and sent to the BS which are placed at a 

distance.  

LEACH is a protocol proposed by Wendi [1] in a 

seminal study on clustering-based routing. In LEACH, the 

entire network area is divided into clusters and each cluster 

has a CH. The sensor nodes that form the cluster send their 

data to cluster heads at certain periods. It is supposed that all 

the nodes always have data to send at data transmission time. 

If there is no data to send, the node sends the last data it 

senses. Such a case causes unnecessary energy consumption. 

The CH compresses the received data into a single signal and 

sends it to the base station. The CH is changed periodically.   

Under PEGASIS protocol [6] Nodes form a peer to peer 

to transfer data from source to sink. In this formation process 

each node connects with next node. This topology is very 

difficult to be implemented as it requires global knowledge of 

sensor nodes.  

Another clustering based protocol is HEED in which 

CHs are selected on the base of a probability.Here the 

residual energy decides the probability of a node to be elected 

as CH. Thus, it is possible that nodes with minimum residual 

energy acquire higher probability to become CH.  

In improved leach protocol for indoor wireless sensor 

networks a new energy efficient protocol for data gathering 

and integration the sensor nodes are homogeneously 

organized in the rooms on the floors of a building. Each floor 

is assumed to be a cluster with static members in itself. The 

cluster heads are determined by selecting the node with the 

highest energy among the sensor nodes on the same floor. 

The lower and upper thresholds are determined for the values 

to be received. The values between these thresholds are sent 

to the cluster heads [4].  

For homogenous large scale WSN and multi hop data 

delivery PASC is considered. It combines scheduling and 

clustering techniques to prolong the network lifetime. Based 

on the equivalence property of redundant nodes the network 

area is divided into a set of cells  which are virtual, and are 

grouped into many disjoint subsets.  

In Density controlled Divide-and-Rule (DDR), nodes are 

distributed uniformly. To control the density nodes are 

randomly distributed in different segments of network. With 

this the whole of network area is covered. Another vital point 

in DDR is that, clusters formed are static and number of 

clusters remains fixed. The number of clusters formed are 

near to optimum number. Thus energy is utilized efficiently 

and load is distributed uniformly.  

 

III.  MOTIVATION 

 

Multiple level clustering hierarchy has following as its 

major drawbacks.  

• One CH forward data to other CH which transmits data to 

BS. If the CH is far away, then high power transmission is 

necessary to forward CH.  

• Nodes die early in clustering protocols, as member node 

decides itself whether to become CH or not. There is a high 

probability that some distant nodes are selected as CHs. 

Hence, excess of energy is consumed to forward data to BS.  

  In this approach, our prior motive is to design a gateway    

based energy aware multi-hop routing protocol. This 

approach also meets the following points.  

• By dividing the Network Model into regions and  with the  

aid of gateway node average transmission distance is 

reduced. Therefore, network energy is efficiently utilized 

and network lifetime is prolonged.  

• In each region CH selection is independent of other regions 

so, there is definitely a CH exist in each region.  

 

IV. NETWORK MODEL 
 

In this work, S sensors which are installed randomly in a 

field to monitor environment is assumed. The i-th sensor is 

represented by si and the following sensor node set S= 

s1,s2,....., sn. The BS is installed faraway from the sensing 

field. After deployment the sensor nodes and the BS are 

stationary. 

• At the centre of the network a gateway node is deployed 

in the same network field. 

• After deployment the gateway node is stationary and 

rechargeable. 

• The homogeneous sensor nodes with similar 

computational and sensing capabilities are used. 

• A distinctive identifier(ID) is assigned to each sensor 

node. 

 

A first order radio model is used. The energy dissipation of 

sensor nodes for transmitting, receiving and aggregating data 

is represented in this model. The transmitter dissipates more 

energy than receiver as it requires more energy for the 

transmitter electronics and amplifier. On the other hand, in 

receiver, only electronic circuit dissipate energy, as shown in 

fig 2. 

 
Fig.2.Radio Model 
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The energy required to transmit a data packet of k bits to a 

distance d and to receive a data packet of k bits, is given as: 

 

ETx(k, d) = ETx−elec(k) + ETx−amp(k, d)………(1) 

ETx(k, d) = Eelec × k + Eamp × k × d2…………..(2) 

ERx(k) = ERx−elec(k)ERx(k) = Eelec × k……….(3) 

ERx(k) = Eelec × k …………………………….…(4) 

 

V. METHODOLOGY 

 

Here we present the details of the proposed protocol. Sensor 

nodes have large amounts of data, which the BS has to C 

A.  Initial Phase 

In our protocol sensor nodes dispersed randomly are 

homogenous in nature. A HELLO packet is transmitted to the 

sensor nodes by the BS. The Sensor node in response 

transmits its location to BS. The distance of each node and all 

information of the sensor nodes are fed into data table after 

calculation by the BS. The node data table contains of unique 

node ID, residual energy of each node, position of node and 

its remoteness to the BS and gateway node.  

B.  Setup Phase  

Based on the location of the node in the network, the 

network field is divided into logical regions.  As a result, the 

nodes are divided into four distinctive logical regions by the 

BS.   

Region-1: As the distance of these nodes from BS is very 

short. Nodes under region-one uses direct communication i.e 

transmit their data directly to BS Region -2: this is the region 

near the Gateway node the sensor nodes near gateway sends 

their data directly to gateway which aggregates data and 

forward to BS. These two regions are stated to as non-

clustered regions. Region 3,4-All the other nodes away from 

the gateway node and BS are divided to two equal half 

regions. These are termed clustered regions. Sensor nodes in 

each clustered region organize themselves into small groups 

known as clusters.  

C. CH selection 

In the beginning the BS divides the network into logical 

regions. CHs are selected in each region distinctly. Let Ri 

represent the number of rounds to be a CH for the node Si. 

Each node elect itself as a CH once every Ri = 1/p rounds. At 

the first round all the nodes have same amount of charge of 

battery life and chance of being the CH after which from the 

consecutive rounds on the basis of the remaining energy of 

sensor node and with a probability p the CHs are selected 

alike LEACH. It is essential to keep n x p CHs. In an epoch a 

node can become a CH only once and the nodes not elected as 

CH belong to the set .C. 

In each round the probability of a node to be elected as 

CH increases. At the start of each round, a node Si belongs to 

set independently it chooses a random number between 0 to 1. 

If the generated random number for node Si is less than a 

predefined threshold T(s) value, then the node becomes CH in 

the existing round. 

……………(5) 

where P = the desired percentage of CHs and r = the 

present round, C = set of nodes that are not nominated as CH 

in present round. After CHs election of CHs in each region, 

they inform their role to neighbour nodes. Using a CSMA 

MAC protocol CHs transmits a control packet. An 

acknowledgement packet is transferred when a control packet 

is received at the node. 

D.  Scheduling 

When all cluster formations are completed, each CH 

creates TDMA based time slots for its member nodes. In its 

private scheduled time slot the associated nodes transfer their 

sensed data to CH Else for which nodes are switched to idle 

mode. Transmitters of the node are turned on at the time of 

transmission. Resulting in energy dissipation of individual 

sensor node is decreased. 

 

E.  Steady-State Phase 

In this phase, the sensor nodes broadcast their detected 

data to CH. Data is collected from member nodes, aggregated 

and forwards to gateway node by the CHs. Gateway node 

further accepts data from CHs, aggregates and is transmitted 

to BS. 

 
VI. PERFORMANCE EVALUATION 

 

A. Simulation Setting 

In order to measure the performance of our proposed 

protocol, we simulated our protocol using MATLAB. We 

consider 100 nodes that are distributed randomly in 100m X 

100m field. At the center of the sensing field a gateway node 

is deployed. The BS is situated away from the sensing field. 

Both gateway node and BS are stationary after positioning. A 

packet size of 4000 bits is considered. We compare our 

compare the proposed protocol with LEACH protocol. To 

measure performance of our protocol with LEACH, we 

ignore the effects affected by interference and signal collision 

in the wireless channel. 

 

Table 1 presents the radio parameters. 
Parameter Value 

E0 0.5J 

Eelec 5nj/bit 

Efs 10pj/bit/m2 

Emp 0.0013pj/ bit/m4 

Eda 5pj/bit 

Packet Size 4000bits 

 

B.  Performance Parameters 

1) Network Lifetime: In fig 2, the results of the network 

lifetime are observed. After consuming 0.5 joule energy the 

nodes are considered dead.  

 

2) Throughput: To evaluate the performance of throughput, 

comparison is made for the nodes between the data sent by 

the nodes to the BS and that recived n by the BS. 
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3) Residual Energy: The residual battery energy of network is 

considered in order to examine the energy consumption of 

nodes in every round. Residual energy ensures agile 

degradation of network life. 

 

A. Simulation Results and Analysis   

Here we present the simulation results. We run wide 

simulations and compare our results with LEACH. Next 

paragraphs give detail of each objective 

 
Fig-3:Interval plot- Analysis of network lifetime 

 

1) Network Lifetime: In fig 3, the results of the network 

lifetime are observed. After consuming 0.5 joule 

energy the nodes are considered dead. Our protocol 

achieves the longest network is divided into logical 

regions and further two of them are sub divided into 

clusters. Energy consumption among sensor nodes is 

balanced in our topology. In LEACH, nodes die 

quickly because the period of stability in the 

network ends. It is not obvious that appointed CHs 

in LEACH are spread consistently all over the 

network field. Thus, there is a prospect that the 

selected CHs will be focused in one region of the 

network. This can result that some nodes will not 

have access to any CHs around it. Thus the protocol 

which we proposed perform statically different and 

well performed. 

 

 
Fig. 4: Interval plot- Analysis of Throughput 

 

2) Throughput: Extensive simulations are used to 

assess the average packet sent to BS. Simulation 

results of our protocol demonstrate improved 

throughput. Interval plots of our protocol and 

LEACH is shown in fig 4. To examine throughput, 

assumption is made that CHs can transfer easily with 

gateway node. throughput of 5 times than LEACH 

improvement is shown in simulation results show, 

this is because, the information sent by the sensor 

nodes that are closer to the gateway node transmits 

its data to the gateway node directly and then it 

aggregates and forwards to the BS. Nodes in the 

other two regions i.e. the clustered region consumes 

very less power as a result the nodes stay alive for a 

very long period. 
3) Dead Node: As shown in the fig 5 it is observed that 

the consumption of the battery life of nodes in the 

network is less in our proposed protocol is less than 

that in LEACH hence in the end of each round the 

number of dead nodes are reduced considerably to 

that of LEACH . 

 

 
Fig-5:Interval plot- Analysis of dead nodes 

 

4) Residual Energy: Average residual energy of 

network per round is as shown in fig 6. Assumptions 

are made that a node has 0.5 joule energy. 100 node 

network has total energy of 50 joules. Our protocol 

produces minimum energy consumption than 

compared to that of LEACH. Fig 6 clearly depicts 

that our protocol overtakes LEACH routing protocol 

in terms of energy consumption per round. minimum 

energy consumption and high probability of CHs in 

all regions is ensured by deployment of gateway 

node at the centre.   
 

 
Fig 6-Interval plot-Analysis of remaining energy 
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VII. CONCLUSION 

 

We describe an energy-efficient routing protocol using 

gateway node to minimize energy consumption of sensor 

network. Here network is divided into logical regions. Each 

having different communication order. Two of which uses 

direct communication topology and other regions are further 

sub-divided into clusters and uses multi-hop communication. 

Each node in a region elects as a CH independent of other 

regions. This system enhances better distribution of CHs in 

the network. Simulation outcomes show that our proposed 

protocol performs well compared to LEACH. Three 

performance objectives are assessed: Network lifetime, 

Residual energy and throughput.  
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