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Abstract - Air pollution has rapidly risen in the past decade and 

has been a detriment to human health. Poor air quality is 

directly correlated to severe health issues, especially in the 

elderly and children. There is a need for accurate air quality 

prediction so that the government can put safety measures in 

place and prevent further degradation. In this paper, we use 

Long Short-Term Memory (LSTM) and Support Vector 

Regression (SVR) models to forecast the levels of SO2, NO2 and 

PM2.5. The models have been trained on archived pollution 

concentration data made publicly available by the Central 

Pollution Control Board. The model uses data exclusively from 

New Delhi, one the most polluted cities in the world, in order to 

achieve higher accuracy. The models have been evaluated using 

Root Mean Squared Error (RMSE), Mean Absolute Error 

(MAE) and R-Squared (R2) which indicate LSTM to be best 

suited for the task of predicting pollutant levels in New Delhi.

Keywords - recurrent neural networks; support vector regression; 

air quality prediction; machine learning; forecasting

I. INTRODUCTION

Air pollution has seen exponential growth in the past few 

years due to a variety of factors like industrial development, 

fossil fuel burning, agricultural activities and vehicular 

emissions. This degradation of air quality has significantly 

impacted human health and has been shown to have serious 

short- and long-term implications. 

Air pollution has been shown to induce respiratory and 

cardiovascular diseases, neuropsychiatric complication, eye 

irritation, skin diseases and chronic conditions like lung 

cancer. It is also considered to be a major risk factor in 

progression of conditions like asthma, Alzheimer and 

Parkinson’s diseases, autism, retinopathy, male infertility, 

ventricular hypertrophy, stunted fetal growth, and low birth 

weight [1]-[5]. Air pollution has also shown to be responsible 

for 1 in 10 deaths of children under 5 years of age.

New Delhi, the capital of India, is known to be one of the 

most polluted cities in the world. Various studies have been 

conducted to study the air quality levels in Delhi and have 

shown that the pollutant levels are much higher than the 

recommended limits. Studies have also seen a steady increase 

in mortality and morbidity rates over the past decade, which 

has been directly linked to the rise of pollutant levels [6]. 

Further development of the city has resulted in the rise of 

emission producing vehicles, which have been shown to 

damage human health [7]. A study noted that policemen who 

were exposed to high levels of pollutants were at higher risk 

of developing significant respiratory impairment and urged 

the use of masks to filter out pollutants [8].

These findings demonstrate the need for accurate forecasting 

of air quality, which will help the government in taking 

corrective measures and prevent further degradation. 

Accurate early detection of spikes in air quality can also help 

in shielding vulnerable sections of society like the elderly and 

children. This study focuses on building such a prediction 

model, which uses past data to accurately predict future 

pollutant levels. For building the model, we will be using 

LSTM (Long Short-Term Memory) and SVR (Support 

Vector Regression) and comparing the results between the 

two. These algorithms will be employed to predict values of 3 

different pollutants – NO2, SO2 and PM2.5. The past data 

has been archived from 38 measuring stations throughout 

Delhi, and has been merged to create a larger dataset, which 

helps improve performance of the model.

The paper is structured as follows. We conduct critical 

revision of previous studies done in similar fields in section 

2. In section 3 and 4, we examine how Long Short-Term 

Memory (LSTM) and Support Vector Regression (SVR) 

work respectively. Section 5 is used to describe the dataset 

and explore data preprocessing and normalization in order to 

produce better input for the model. In section 6 we present 

the results of the study, comparing the models using various 

error metrics. In section 7, we conclude the paper and suggest 

suitable changes and ideas for future work.

II. RELATED WORK

Various time series prediction models have been used to 

evaluate air quality and pollution particle levels using past 

data. Traditionally, statistical models have been the ideal 

choice for prediction. However, with increase in data, 

machine learning models have been shown to have higher 

accuracy.

A. Statistical Models

Statistical models use past data to learn and apply this 

experience to predict future values. The best statistical model 

for time series prediction is ARIMA (Autoregressive 

integrated moving average). ARIMA was applied to predict 

air pollution index and was shown to reach an accuracy of 

95% [9]. 

Simple and multiple regression models were used to predict 

PM10 concentrations to achieve a percentage error of <30% 

[10]. Reference [11] compares the performance of ARIMA 

with an exponential smoothing model, proving ARIMA to be 

superior in predicting AQI values. 

However, due to their inability to learn from dynamic 

parameters, statistical models are outperformed by machine 

learning models in most cases.
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B.  Machine Learning Models 

Machine learning models are nonlinear and use multiple 

parameters, which helps them in learning from complex 

parameters like air pollutant levels. ML models also benefit 

from large quantities of data, and can be trained with 

minimum human intervention. They have been shown to 

outperform traditional models like ARIMA or multivariate 

regression, which tend to perform well with simpler data 

[12].  

ANN (Artificial Neural Network) models appear to be the 

most used for air quality forecasting [13]-[14]. Reference 

[15] uses ANN to predict PM10 levels in Kota. A back 

propagation neural network, modified using wavelet-

transform technique, has been used to forecast air pollutants 

like PM10, SO2 and NO2 [16]. Reference [17] forecasts AQI 

in Delhi using a neural network based on principal 

component analysis.  

Other machine learning models like SVR (Support Vector 

Regression), a variant of SVM (Support Vector Machines) 

[18] have been shown to have high accuracy in regression 

tasks. SVR is a popular choice in air pollution particle 

prediction [19]-[20]. Standard SVM and naïve bayes 

classification were applied to predict air quality in Beijing 

[21]. A hybrid of ANN and SVR was shown to have high 

accuracy in time series predictions, where ANN was used for 

partitioning the input space and SVR to model the portions 

[22]. Reference [23] compares machine learning algorithms 

for air pollution prediction, and concluded that SVR and 

Neural Networks (MLP) showcased the best accuracy. 

III. LSTM ALGORITHM 

LSTM is an advanced Recurrent Neural Network (RNN), a 

sequential network that allows information to stay for longer 

periods of time. RNN work by remembering the previous 

information and use it to process the current input.  

However, they cannot remember long term dependencies due 

to vanishing gradient. LSTM are designed to overcome this 

by enabling the network to store information for thousands of 

steps, hence the name – “long short-term memory”.  

LSTM consists of 3 gates – Forget gate, Input gate and the 

Output gate, with each gate having an individual function. 

The first gate filters out the irrelevant information and 

decided on the information to be remembered. In the second 

gate, the network tries to learn new information from the 

input given to the cell. Finally, in the third gate, the cell 

passes on the updated information from the current step to the 

next one.  

To explore these gates in more detail: 

Forget Gate:  

𝑓𝑡 = 𝜎(𝑥𝑡∗𝑈𝑓+𝐻𝑡−1∗𝑊𝑓) 

Xt: input to the current timestamp. 

Uf: weight associated with the input 

Ht-1: The hidden state of the previous timestamp 

Wf: weight matrix associated with hidden state 

Later, a sigmoid function converts ft into a number between 0 

and 1. This ft is then multiplied with cell states of previous 

timestamps. If ft = 0, the network will forget everything and if 

ft = 1, the network will forget nothing. 

Input Gate: The main job of the input gate is to quantify the 

new information carried by the input.  

𝑖𝑡 =  𝜎(𝑥𝑡 ∗ 𝑈𝑖 + 𝐻𝑡−1 ∗ 𝑊𝑖) 
Xt: Input at the current timestamp t 

Ui: weight matrix of input 

Ht-1: A hidden state at the previous time stamp 

Wi: Weight matrix of input associated with hidden state 

Again, a sigmoid function is applied, resulting in a value 

between 0 and 1. 

Output Gate:  

𝑜𝑡 = 𝜎(𝑥𝑡 ∗ 𝑈𝑜 + 𝐻𝑡−1 ∗ 𝑊𝑜)  
Now, we use Ot and Tan (h) of the updated cell state to 

calculate the current hidden state. The hidden state is a 

function of the Long term memory (Ct) and the current 

output.  

To find the output of the current timestamp, SoftMax 

activation is applied on the hidden state Ht. The token with 

the maximum score is the output. 

IV. SVR ALGORITHM 

Support Vector Regression is a type of Support Vector 

Machine that supports both linear and non-linear regression, 

and is used to predict discrete values. The main objective of 

the algorithm is to find a best fit line, which is the hyperplane 

that has the maximum number of points on it.  

Unlike standard regression models which aim to minimize 

error between the predicted and actual values, SVR tries to fit 

the best fit line within a threshold value. The threshold value 

is the distance between the hyperplane and the boundary line, 

which are parameters in SVR. These parameters are known as 

hyperparameters are as follows. 

1) Hyperplane 

Hyperplanes are decision boundaries used to predict 

continuous output. The data points closest to the 

hyperplane are known as support vectors, and are 

used to influence the orientation of the hyperplane. 

 

2) Kernel 

A kernel is a set of mathematical functions that takes 

input and transforms it into the required form. They 

are used to find hyperplane in higher dimensional 

spaces. By default, Radial Basis Function (RBF) is 

used as the kernel [24]. The mathematical 

expression of the RBF kernel is as follows: 

 

𝐾(𝑋1, 𝑋2) =  exp (−
||𝑋1 −  𝑋2||2

2𝜎2
) 

 

Where σ is the variance and ||X1 – X2|| is the 

Euclidean distance between the two points X1 and 

X2. 

 

3) Boundary Lines 

Two lines are around the hyperplane that are used to 

create a margin between the data points. They are 

located at a distance of ε (epsilon) from the 

hyperplane. 

V. DATASET 

The dataset contains hourly and daily level of various air 

pollutants across various stations in multiple cities of India. 

The data has been made publicly available by the Central 

www.ijert.org
www.ijert.org
www.ijert.org


 

 

   

 

 

 

 

 

 

 

 

 

  

 

  

  

 

 

 

  

 

 

 

 

 
 

 
 

 
 

 

 

 

 

 

  

 

 

 

 

 
 

 

 

 

 

 

 
  

  

 

 

 

 
 

 

 

 

 

 

 

 

 
 

   

 

    

    

    

    

    

    

    

    

    

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181http://www.ijert.org

IJERTV11IS100002
(This work is licensed under a Creative Commons Attribution 4.0 International License.)

Published by :

www.ijert.org

Vol. 11 Issue 10, October-2022

33

Pollution Control Board: https://cpcb.nic.in/ which is the 

official portal of the Government of India. 

For the purpose of this study, we will be using the readings of 

SO2, NO2 and PM2.5 [25]. These pollutants have been chosen 

because of they showcased the largest amount of recorded 

values, which helps increase the accuracy of the machine 

learning models.  

In order to further increase the volume of data, we will be 

using the hourly readings of data. We will be focusing on 

data from stations in Delhi only, in order to provide more 

accurate predictions. Delhi is considered to be one of the 

most polluted cities in the world, and sees a sharp drop in air 

quality levels in winter. Delhi also had the least number of 

missing values among the cities, which makes it ideal for our 

models. 

A. Data Preprocessing 

Data quality and effective representation are important in 

ensuring good performance of the model. In order to 

successfully train our model, we need to fill out the missing 

values in our dataset [26]. These missing values are usually 

caused due to real world errors, such as those in the recording 

devices, and must be treated to make sure that the algorithms 

are trained properly. 

The missing values have been filled using Linear 

Interpolation. Linear Interpolation is an imputation technique 

that assumes a linear relationship between data points and 

utilizes non-missing values from adjacent data points to 

compute a value for a missing data point. 

B.  Data Normalization 

When input consists of multiple attributes with vastly 

different values, it is important to scale the attributes to the 

same range to give equal weightage to all the features. This is 

done through normalization. The normalization method used 

is MinMax scaling, which scales and translates each feature 

individually such that it is in the given range (0, 1) on the 

training set. 

Xsc =
X − Xmin

Xmax − Xmin
 

Where Xsc is the normalized value, X is the original value and 

Xmin and Xmax are the minimum and maximum values 

respectively. 

VI. RESULTS 

After building and developing the models with both LSTM 

and SVR, it is important to evaluate the models using various 

error parameters. This is done to gain feedback on the 

performance of the model and to make suitable changes to 

achieve the desirable results. For this study, we will use 3 

parameters – Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE) and R-Squared (R2). The 3 pollutants, 

SO2, NO2 and PM2.5, are evaluated separately, and their 

performance is shown in Table 1, Table 2 and Table 3 

respectively. 

 
TABLE I. ERROR METRICS FOR PREDICTION OF SO2 

 

 

 
 

TABLE II. ERROR METRICS FOR PREDICTION OF NO2 

 
TABLE III. ERROR METRICS FOR PREDICTION OF PM2.5 

 

The desired results are achieved, as can be seen from the 

error evaluations. In Table 1, LSTM fairs better than SVR in 

SO2 prediction but both algorithms provide accurate results. 

In Table 2, higher error rates are observed for both the 

models. This can be attributed to a significant amount of 

missing input which has to be treated during preprocessing. 

In Table 3, the trend of higher error rates is observed as well, 

owing to lack of data. Considering these results, LSTM best 

serves our purpose, showcasing lower error in majority of the 

readings. Both models show higher accuracy when the 

prediction time period is shorter. 

 

 

 

 

 
 

 
 

 

 
 

Fig. 1 Prediction of SO2 levels in New Delhi. 

The absence of values in a part of the graph can be attributed to measuring 
errors. Such values are treated during data preprocessing before the model is 

trained on the data. 

 

 

 

 

 
 
 

 

 
 

Fig. 2 Prediction of NO2 levels in New Delhi 

A downward trend is observed in both SO2 and NO2 levels. This can be 
attributed to the COVID-19 pandemic lockdowns, which caused reduction of 

emissions. 

 

 

 
 

 

 

 
 

 

 
 

Fig. 3 Prediction of PM2.5 levels in New Delhi 

PM2.5 levels are seen spiking each year in winter due to various agricultural 
and geographical reasons. 

Parameter RMSE MAE R2 

LSTM 1.579 1.009 0.878 

SVR 1.540 1.230 -0.494 

Parameter RMSE MAE R2 

LSTM 4.148 2.845 0.950 

SVR 4.737 3.093 0.369 

Parameter RMSE MAE R2 

LSTM 3.495 2.626 0.973 

SVR 4.508 4.516 0.662 

https://cpcb.nic.in/
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VII. CONCLUSION 

The task of forecasting pollutant levels is challenging and 

requires accurate long term data to provide specific results. 

This is inherently hard due to the volatility of the data. 

However, the use of suitable machine learning models can 

help in improving results significantly. In this study, we 

forecasted the values of SO2, NO2 and PM2.5 in New Delhi 

using publicly available data.  

The findings above can help in accurate forecasting of air 

pollution in the future, and can help authorities in taking 

appropriate safety and precautionary measures and providing 

information to the general public about future pollution 

trends. 

In the future, we would like to create models that use 

meteorological parameters, and to combine machine learning 

algorithms like neural networks and support vector machines 

to increase quality of the predictions. We would also like to 

use to larger datasets, which generally help in generalization 

of neural networks. 
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