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Abstract - Air pollution is the gravest crisis of the modern 

times all over the planet because of towering level of 

urbanization and industrialization. It has both global and 

local impacts. The discharge of such air pollutants in heavy 

concentrations over the city causes health hazards to the 

people. The monitoring of the pollutants has become a 

priority in urban areas. Environmental measurements of air 

pollutants are often taken at specific location with ground 

based instruments. Whilst these measurements offer helpful 

information about the pollutants around these stations, but 

little about the conditions further afield. The need for air 

pollutant information at unsampled locations arises when 

producing a spatially continuous air pollution map for a 

whole area. This need can be accomplished by spatial 

interpolation with which predictions are made at unsampled 

locations on the basis of the information from the nearest 

available measured sampling stations. This paper addresses 

the evaluation of interpolation techniques using statistical 

error metrics. The interpolation methods can be grouped as 

geostatistical, deterministic and interpolation with barriers. 

Statistical error metrics are employed for cross validation of 

the interpolation methods. The error metrics can be classified 

as dimensional and non-dimensional statistics. Dimensional 

statistics includes scale dependent metrics, percentage error 

metrics, relative error metrics and scale free error metrics 

whereas non-dimensional statistics includes correlation 

coefficient and index of agreement. GIS based interpolation 

techniques and statistical error metrics can be used in 

combination to determine the air quality in remote areas. 

Keywords: Air Pollution, Spatial Interpolation, Statistical Error 

Metrics, GIS. 

I. INTRODUCTION 

Currently, air pollution poses a major threat due to 

its deteriorating effects on the health of mankind resulting 

in lung and heart related diseases on exposure. Air 

Pollution may be defined as presence or introduction of 

toxic and detrimental substances in air, which are caused 

by growing industrialization, consuming electricity, 

developing transportation etc. Owing to the increase in the 

world population the exploitation of the natural resources 

also increases resulting in pollution.   

Studies on air pollution are being through lately 

focussing on its causes and effects but the data available 

are limited and not extensive. It is not obligatory that an air 

pollutant measured at a meticulous location is been emitted 

from the exact location, it may also have moved in from a 

different location due to wind direction and wind velocity. 

Therefore an extensive data is required for the study which 

in turn calls for a large number of air quality monitoring 

stations which is impossible to establish for a developing 

Country like India due to its economic condition. Therefore 

the data from the existing stations has to be either 

interpolated or extrapolated to get the desired extensive 

data. 

Interpolation is a mathematical method of 

estimating new data within a range of distinct set of known 

data whereas; extrapolation is also a mathematical method 

of estimating new data beyond a range of original 

observation data. Both of these methods have its own 

advantages and disadvantages but of the two methods, the 

method of interpolation is preferred. This is because there 

is a greater likelihood of getting a legitimate estimate from 

interpolation, while in extrapolation an assumption is made 

that the same trend is followed beyond the original data 

which may not be true in certain cases. 

Interpolation by conventional method is laborious 

and time consuming. Therefore, GIS comes in picture, 

where in the available interpolation methods are: Inverse 

Distance Weighting (IDW), Kriging, Global Polynomial 

Interpolation (GPI), Local Polynomial Interpolation (LPI), 

Radial Basis Function (RBF), Diffusion interpolation with 

barriers (DI), Kernel Interpolation with Barriers (KI). This 

paper gives an outline and compares the different 

interpolation techniques which can be used for 

interpolating air quality parameters and also studies the 

Error Statistics like MAE (Mean Average Error), MAPE 

(Mean Average Percentage Error), RMSE (Root Mean 

Square Error), Index of Agreement (d) etc. to identify the 

best interpolation technique for any air pollutant. 

II. INTERPOLATION METHODS – AN 

APPROACH 

Spatial continuous data engage a striking role in 

expansion, risk evaluation, and management in 

environmental society. For mountainous and marine 

regions, these data are usually not available and are very 

expensive to obtain. Environmental data like air pollutant 
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data collected from the field sampling surveys are typically 

point data. Nevertheless, for assessing air pollution, spatial 

continuous data are required for the region of interest for 

justified interpretations [1]. 

 

Spatial Interpolation can be categorised in several 

ways: 

  

1. Global or Local Interpolation 

2. Exact or approximate Interpolation 

3. Gradual or abrupt Interpolation 

4. Deterministic or geostatistical 

Interpolation 

 

Since, in this study, as we are dealing with the 

accuracy of the interpolation techniques through error 

metrics, we focus more on the fourth category: 

Deterministic or Geostatistical Interpolation. 

A. DETERMINISTIC INTERPOLATION  

Deterministic Interpolation provides no estimation 

of errors with predicted values. It includes Inverse Distance 

Weighting (IDW), Radial Basis Function (RBF), Global 

Polynomial Interpolation (GPI) and Local Polynomial 

Interpolation (LPI). IDW is based on a hypothesis that the 

quantity of influence in close proximity sample points 

ought to be larger than the effect of more remote points. It 

means that the points neighbouring to the prediction 

location are assumed to have superior influence on the 

predicted value than those further away. The general 

equation is given in (1). 

 Z (so) = ∑ 𝜆𝑖Z (si)    

      (1) 

 Where, 

  Z (so) – predicted value at location so 

  λi – Weights assigned  

  Z (si) – Observed value at location si 

In air pollution modelling or in air quality 

assessment studies, IDW is considered to be popular 

alternative to other interpolation techniques at various 

scales.  The methodology usually employs a cross 

validation approach in which the data sets are divided into 

groups, out of which a particular set of data is kept as test 

data and the remaining sets as training data. The test data 

are predicted with the help of training data. This method is 

followed until all the data has been estimated. This cross 

validation process can be conceded in any number of 

iterations. IDW proved to be the finest method over kriging 

for the evaluation of the air quality parameters NO2 

(Nitrogen dioxide), SO2 (Sulphur dioxide), SPM 

(Suspended Particulate Matter) in Port Blair and PM10 in 

central region of Thailand and therefore can be relied upon 

for air pollution studies to acquire spatially continuous data 

[2] [3]. 

Apart from air pollution studies IDW can also be 

employed to study meteorological parameters like 

temperature, Precipitation etc. IDW with other 

interpolation techniques such as spline with the regression 

models like stepwise and forced entry can also be 

compared using one-left-out technique [4]. The technique 

was performed on 4 temperature variables: mean daily 

temperature of the coldest month (January), mean daily 

temperature of the warmest month (August), the lowest 

mean monthly minimum temperature (January) and the 

highest mean monthly maximum temperature (June). The 

Mean daily temperature was accurately estimated by the 

local interpolation methods whereas the mean monthly 

temperature was accurately estimated by the regression 

models. When IDW is combined with the regression 

models the accuracy of the data is increased by 5%. 

Therefore combination of interpolation techniques can be 

used to estimate air pollutants and other parameters for 

better accuracy [5]. But when comparing 3D-shape 

function based spatiotemporal interpolation method to 

IDW, the former leads the show because of dividing the 

domain data into a number of tetrahedrons with the 

sampled input data as vertices [6]. Even though IDW is the 

most extensively used type of interpolation it has its own 

limitation mainly due to the fact that the affiliation between 

two observed values is not simply a function of distance 

and in many cases the distance relationship is not constant 

throughout [7]. 

 RBF is a suitable estimator for irregularly 

distributed data. Hence they are employed in studies which 

involved multivariate data interpolation. They are global, 

exact and deterministic interpolation. It is based on an 

assumption that the estimated value can be approximated to 

several degree of meticulousness by summing up of 

standard mathematically distinct values [8]. The equation 

of RBF is given in (2). 

y (x) =  ∑ 𝑤𝑖  φ ( || x - ci || )    

      (2) 

Where, 

 y – Estimation function 

 φ – Radially symmetrical Function 

 ci – Centres (data points) 

  wi – Coefficients  

The advantage of RBF is that it requires only a 

few observed points but comparatively well distributed 

centres for the shape parameter in order to produce a high-

quality estimate of the pollutant. RBF can be explored with 

leave-one-out cross validation process by means of a huge 

amount of geospatiotemporal data to access the trend of 

PM2.5 for the US in 2009 [9]. RBF is found to be dominant 

in obtaining a spatially continuous data and also addresses 

the computational issues while handling big data. 

Moreover, RBF when comprehended with ANN provided 

by MATLAB tools provides good results on classified 
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evaluation of real effects of pollutants on human health 

[10]. In general, RBF does not execute well for an 

observable with rapid changes in data within a small 

distance. 

 GPI is a deterministic approach of interpolation 

that fits a plane, typically polynomial, through the 

measured data points. It is usually used to fit a surface 

where the region varies slowly over the area of interest and 

therefore can be applied to air pollution studies. 

Nevertheless, it should be noted that the more multifarious 

the polynomial, the more complicated it is to attribute 

substantial significance to it. Moreover, it is highly 

vulnerable to outliers in particular at the boundary. On the 

grounds of air pollution modelling many studies has not 

been done. Of a few GPI has been identified as the best 

interpolation technique for the evaluation of RSPM in 

Tamil Nadu with the lowest RMSE of 21.528 by using 

20% of the data as test data and the remaining 80% as 

training data and executing a number of iterations [11].  

LPI method uses a particular sample of recognized 

points from the entire dataset and a polynomial equation to 

assess unidentified values. It fits many polynomials, each 

within specified overlapping neighbourhoods.  These 

neighbourhoods overlap, and the value used for each 

prediction is the value of the fitted polynomial at the centre 

of the neighbourhood. There are two main disadvantage of 

using LPI. Firstly, the prediction standard errors, which, 

indicates uncertainty with the predicted value and 

secondly, the spatial condition number (SCN), which is a 

measure of stability of the accuracy of the predicted values 

[12]. A small change in SCN will have drastic effect in the 

solution vector. LPI is usually applied when the sample 

data are equally spaced and the values are normally 

distributed. Also, LPI is found to be more suitable than GPI 

[13]. 

B. GEOSTATISTICAL INTERPOLATION 

Geostatistical Interpolation provides estimation of 

errors with predicted values. Kriging is a geostatistical 

interpolation technique that considers equally the distance 

and the degree of variation involving known data points 

while estimating values in unknown areas. A kriged 

approximate is a biased linear blend of the known sample 

values about the point to be estimated. It assumes that 

spatial variation consists of following three components, 

viz.,   spatially correlated component representing the 

variation of regionalized variable, a drift or structure, 

representing a trend and a random error term. It uses semi 

variance to determine spatial dependence. Equation 3 gives 

the general equation for kriging. 

  

Z (so) = ∑ 𝜆𝑖Z (si)    

     (3) 

 Where, 

  Z (so) – value being predicted for the 

target location so 

  λi – Weights assigned to each measured 

point 

  Z (si) – Observed value at location si 

 It may seem as though equation (3) resembles the 

equation (1) of IDW. In IDW, the weight, λi, depends 

exclusively on the distance to the prediction location. 

However, with the kriging method, the weights are based 

not only on the distance between the measured points and 

the prediction location but also in general spatial 

arrangement of the measured points. The different types of 

kriging are formulated in the table I 

Table I 

Different Types of Kriging 
S.NO TYPE OF KRIGING MODEL USED 

1 Ordinary Kriging Z (s) = µ + ε (s) 

2 Simple Kriging Z (s) = µ + ε (s) 

3 Universal Kriging Z (s) = µ (s) + ε (s) 

4 Indicator Kriging I (s) = µ + ε (s) 

5 Probability Kriging Z (s) = µ2 + ε2 (s) 

6 Disjunctive Kriging  f (Z (s) ) = µ1 + ε (s) 
 

Source:www.gisresources.com 
 

Kriging method of interpolation plays a 

significant role in determining the data at unsampled 

stations. It can also be used for optimizing Air Quality 

Monitoring Network (AQMN) with Geographic 

Information System (GIS) [14]. The missing or omitted 

data can be filled with the help of the Kriging. Among the 

various types of kriging models Ordinary Cokriging (OCK) 

outperforms the other models because it uses an additional 

parameter, DEM for interpolating air pollutants as well as 

meteorological parameters. When the study deviates to 

study the performance comparison between OK and OCK 

in terms of correlation, if the correlation is small OK 

performs better and as the correlation increases the results 

turns the other way. So it was concluded that OCK cannot 

always outperform OK in all aspects [15]. 

Kriging can also be incorporated in studies 

involving Univariate and Multivariate interpolation 

methods, where in two methods were used from 

multivariate geostatistical interpolation, simple Kriging 

with varying local means and linear regression. In 

Multivariate methods two secondary information were used 

exhaustively. The elevation of the study area derived from 

DEM and distance to a regional rainfall maximum. It was 

concluded that Theisson Polygon Method created highest 

errors whereas OK created the lowest. Therefore OK is 

considered as the best method beyond linear regression to 

interpolate rainfall [16]. Interpolation studies can also be 

conducted on ground water availability due to severe water 

shortages and dramatic decline in groundwater levels 

resulting in deterioration of the Oasis. A similar study was 

executed in the Minqin Oasis in Northwest China, where 

ground water data was available from 48 observation wells 

for 22 years (1981 – 2002). Three interpolation methods 

IDW, Radial Basis Function (RBF) and Kriging were used 

for the same which established that Kriging to be the best 

method for interpolating ground water [17]. 
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Furthermore, kriging has been identified as the 

preferable interpolation technique for mapping traffic-

related air pollution in Ijebu-Ode, Nigeria [18].  The major 

pollutants mapped using the techniques were NO2, SO2 and 

CO and spatio-temporal analysis of urban air quality was 

carried out. 3D spatial interpolation was done to 

understand the distribution of pollutants in space to 

perform more complex environmental analysis using 

processed DEM data. The DEM was created with 

photogrammetric tools by processing the image and data 

acquired [19]. From the studies discussed it can be noted 

that OK is the frequent type of kriging employed for the 

interpolation of air pollutant as well as meteorological 

parameters. 

C. INTERPOLATION WITH BARRIERS 

Interpolation with barriers incorporates diffusion 

interpolation with barriers (DI) and Kernel Interpolation 

with barriers (KI). DI depicts how particles diffuse inside a 

particular barrier. It refers to the gradual flow of particles. 

If barriers are not present then the output becomes similar 

to kernel interpolation with Gaussian kernel. It predicts on 

an automatically generated grid unlike other techniques 

which uses triangles with variable sizes. Barriers can be 

additive, cumulative or flow.  

KI is a variation of first order LPI in which the 

volatility in the calculation is prohibited by means of 

regression coefficients similar to ridge regression. It also 

uses the shortest distance between the two points for 

prediction on the sides of the barrier which are connected 

by straight lines. The kernels used are Exponential, 

Gaussian, Quadratic, Epanechnikov, Polynomial of Order 

5, and Constant. It is mostly applicable in hydrological and 

meteorological applications. 

III ACCURACY METRICS 

The cross validation of the interpolation techniques 

can be executed through Statistics by employing Accuracy 

Metrics. The Schematic flow diagram is given in Figure.1. 

Overall in Statistics, to check the accuracy of the actual 

and interpolated values in GIS interpolation, there are two 

methods – Dimensional and Non Dimensional Statistics. 

A. DIMENSIONAL STATISTICS 

There are four types of error metrics namely scale 

dependent metrics, percentage error metrics, relative error 

metrics and scale-free error metrics. Scale Dependent 

Metrics measures the average magnitude of the error in a 

set of predictions without considering its direction.  The 

most commonly used scale dependent metrics are Mean 

Absolute Error (MAE) (Equation 4), Geometric Mean 

Absolute Error (GMAE), Mean Square Error (MSE) and 

Root Mean Square Error (RMSE) (Equation 5).  From 

interpretation point of view, MAE is used to validate any 

type of GIS modelling. 

MAE = 
1

𝑛
 ∑ | Oi –  Ei |

𝑛
𝑖=1    

       (4) 

Where, || indicates –ve signs are ruled out.  

Oi – Observed Values  

Ei – Estimated Values 

n – Number of values 

MAE cannot be compared across series of data as 

it is scale dependent.  Whereas, GMAE is an 

intermittent method [20] of accuracy assessment as 

division by zero may occur. Therefore it is less used in 

studies concerning interpolation. However, RMSE is more 

powerful and useful when large errors are particularly 

undesirable, since it is been squared even before it is 

averaged. It gives relatively high weight to normal errors. 

It also increases with the variance of the frequency 

distribution of error magnitudes [21].  

RMSE = √[
 1

𝑛
  ∑ | Oi –  Ei |

2𝑛
𝑖=1 ]  

     (5) 

If MAE = RMSE, all the errors are of same 

magnitude. If, RMSE ≥ MAE, the greater the difference 

between them the greater the variance in the individual 

errors in the sample. While comparing RMSE and MAE, it 

can be observed that the value of RMSE is always greater 

than MAE and their difference does not increase 

monotonically. This is due to the fact that the differing in 

the error-magnitude variances associated with the set of 

errors is a constant [22]. Therefore it was concluded that 

RMSE is not a good indicator for an average model 

performance and MAE was used instead. But in some cases 

RMSE is found to be more appropriate when the error 

distribution is Gaussian and satisfies the triangle inequality 

requirement [23]. 

To evaluate the predictive availability of the 

interpolation techniques, viz, IDW, OK, UK, RMSE has 

been used with which IDW was selected as the best 

interpolation techniques with a RMSE value 0.683 – 0.703 

which was low when compared to OK and UK [2]. Both 

RMSE and MAE were used in combination to assess the 

accuracy of the interpolation techniques employed to study 

the air pollutants at Port Blair [3]. IDW proved to be the 

finest technique as it bears the lowest values of MAE and 

RMSE. Therefore, the lower the values of MAE and 

RMSE the more reliability of a particular interpolation 

increases. 
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Figure. 1 Accuracy Metrics - An Overview 

Percentage Error Metrics are scale independent 

and quantitative forecasting method since it produces a 

measure of relative overall fit. It is mostly used to compare 

the forecasting between any two methods in percentage 

which is easy to interpret. The most commonly used metric 

is Mean Absolute Percentage Error (MAPE) (Equation 6) 

also called as Mean Absolute percentage Deviation 

(MAPD). 

MAPE=  {
1

𝑛
∑

𝑂𝑖−𝐸𝑖

𝑂𝑖

𝑛
𝑖=1 }*100   

      (6) 

It is Scale sensitive - cannot be used with low 

volume of data because Oi in the denominator, if 

less/small, MAPE gives extreme values which is worthless. 

MAPE can be used to validate accuracy of the optimization 

of Air Quality Monitoring Network (AQMN) [14].  The 

value of MAPE should be lesser indicating that low 

percentage of errors in the estimated data. But, eventually, 

there is a disadvantage of having indefinite results due to 

division by zero for intermittent data [20]. 

Relative Error Metrics are recommended when the 

task involves calibrating a model for a set of time series. It 

is also an alternative to percentage error metric for scale 

independent measurements. The most commonly used 

metrics are Geometric Mean Relative Absolute Error 

(GMRAE) and Mean Relative Absolute Error (MRAE). 

Since they are scale independent they can be used for 

assessing forecast accuracy across multiple series. 

 

Scale-free Error Metrics is a general method 

applicable for the measurement of forecast accuracy 

without the problems seen in other methods. It can be used 

to compare results from a single series or multiple series. 

The commonly used metric is Mean Absolute Scaled Error 

(MASE) is given in equation (7).  

 

MASE = 
1

𝑛
∑

𝑒𝑡

[
1

𝑛−1
∑(𝑂𝑖−𝐸𝑖)]

   

      (7) 
 

B. NON DIMENSIONAL STATISTICS 

 In statistics, correlation coefficient (r2) can be 

used to determine the relationship between two or more 

variables. The value ranges from -1 to +1. If the value 

ranges close to +1 then there is a positive correlation 

between the variables, viz if one variable increases other 

variable also increases. If the value ranges close to -1 then 

there is a negative correlation between the variables, viz, if 

one variable increases other variable decreases. If the 

coefficient is 0 then there is no relationship among the 

variable of study. 

 

Correlation coefficient was used to determine the 

best interpolation technique in Middle Black Sea region 

[24] in which it was found that all the interpolation 

techniques considered were appropriate for some months 

since the coefficient among the measured and the estimated 

temperatures varied between 0.80 and 0.95. Moreover, 

correlation coefficient can also be used to study the 

correlation between the estimated values from two 

different interpolation techniques. The results of ozone 

estimation from both IDW and kriging had similar high 

correlation [5] indicating that both the interpolation 

techniques can be employed to acquire the data at 

unsampled locations. It can also be used in combination 

with other accuracy metrics like RMSE to validate the 

performance of any model. Such a study was done in 

Minqin Oasis in Northwest China to identify the areas with 

good source of ground water due to water shortages [17].  

STATISTICS 

Dimensional Statistics Non-Dimensional 

Statistics 

Scale Dependent Metrics 

Percentage Error Metrics 

Relative Error Metrics 

Scale Free Error Metrics 

Index of Agreement 

Correlation Coefficient 
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 Index of correlation (d) is used to determine the 

relationship between the actual and interpolated data. It is a 

dimensionless parameter and the value ranges from 0 to 1 

indicating better agreement. IOA can be expressed as in 

equation (8). 

 

IOA = 1- [
∑ ( Oi – Ei )2𝑛

𝑖=1

∑ (|𝑂𝑖−µ|+|𝐸𝑖−µ|)2𝑛
𝑖=1

]   

      (8) 

Where , 

 

µ - Mean of the observed values 

IOA is mostly used in studies of social research 

wherein logically there is great requirement of an index of 

agreement for each fact [25]. In air pollution studies, two 

spatial interpolation algorithms can be compared to 

identify the best technique by cross validation procedure 

using the index of agreement. The interpolation maps can 

be integrated with gradient and directional gradient maps 

that may serve as aides in the definition of critical sampling 

points [26].  

IV. SUMMARY 

Choosing a best type of interpolation technique 

for a study area depends on several factors. There is no 

universal technique that is appropriate for all exertion. 

Each technique works in a different way, except for the 

most part utilizes the perception of spatial auto-correlation; 

near points are more similar than points far away. It 

depends on the character of the variable and on the time-

scale on which the variable is represented. For any study, it 

is mandatory to execute the different interpolation 

techniques and compare the results to determine the best 

technique. The eminence of sample point can affect the 

choice of interpolation technique as well. If the sample 

points are feebly scattered, the surface might not 

correspond to the actual terrain very well.  

 

The real-world acquaintance of the subject will 

primarily influence which interpolation technique to use. If 

there are few sample points, Kriging can be used where 

more sample points can be added in areas where the 

topography changes unexpectedly or recurrently. If the 

sample points are closely located and have extreme 

differences in values then IDW would be the best option. 

IDW is a good interpolator for phenomena whose 

distribution is strongly correlated with distance, such as air, 

water and noise. The potential techniques that are 

employed regularly for the studies involving soil/geology 

modelling are universal Kriging and linear regression 

models in combination with Kriging. When a smooth 

surface is required like in temperature data, spline is the 

best option. Also there is much research need to be done on 

the interpolators such as LPI, GPI, Kernel and Diffusion to 

identify their unique characteristics. Geostatistical 

interpolation techniques are recommended to provide the 

regional variability of the data which involves variogram 

analysis, where secondary variables can be incorporated in 

order to improve the estimation and also will provide 

interpolation error estimation. It also preserves the original 

variability of the data. 
 

V. CONCLUSION 

Visiting each and every location in the area of study to 

measure the concentration of an observable fact such as an 

air pollutant is typically complicated or expensive. Instead, 

disseminated sample point locations can be selected and a 

predicted value can be assigned to all other locations. 

Estimation of pollution fields, especially, air pollution has 

become the area of interest because of its ill-effects to 

human health.  

In this paper, the various aspects of interpolation 

techniques (IDW, RBF, GPI, LPI, Kriging, DI and KI), 

which can be employed for air pollution estimation has 

been discussed. From this, a particular interpolation 

technique that outperforms the other technique can be 

identified by assessing the accuracy between the observed 

and the estimated values. This can be accomplished by 

error metrics (MAE, RMSE, MAPE, MASE etc) through 

statistics. The study concluded that, for a study area, there 

is no pre determined optimal interpolation scheme [27]. It 

relies on the spatial arrangement of monitoring networks. 

Therefore, for an area of interest, to identify the best 

interpolation technique, the various techniques can be 

studied and compared using statistical error metrics. Also, 

apart from air pollution spatial interpolation can also be 

applied for other environmental and meteorological 

parameters like soil, rainfall, water quality, temperature, 

etc. The methodology proves to be exceptionally 

accommodating for decision makers to wrap up any results 

without even have to rely on the monitoring stations. 
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