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Abstract - There has been a remarkable increase in use of 

E-commerce websites, the World Wide Web can now be 

seen as a repository of reviews and opinions from users 

spread across various websites and networks. 

Comprehensive feedback about the product can help the 

company know what the users liked and disliked about 

their product. People tend to adapt modern writing styles 

like misspelled words, abbreviations, concatenated words 

and emoticons, considering these can increase the 

accuracy of sentiment analysis. Moreover people tend to 

use different words for a particular feature of the 

product. Thus, identifying frequent nouns and noun 

phrases automatically will help classify more number of 

reviews and also help in identifying any new feature of the 

product that is being talked about. 

 

Keywords - Sentiment analysis, Informal text, Noun 
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I.  INTRODUCTION  

 

Today an enormous volume of data is being generated and 

making any sense out of that data is a tedious task. Lots of 

research is done recently to automate this task of sentiment 

analysis of the data. Sentiment analyses refers to the use of 

natural language processing, text analysis and computational 

linguistics to identify and extract subjective information in 

source materials. By combining more than one sentiment 

analysis techniques we can increase the accuracy of sentiment 

analysis. To provide a comprehensive feedback, it requires 

detailed sentiment analysis of the data under consideration. 

There are three levels of sentiment analysis: Document level, 

Sentence level and Aspect level. Out of these the most 

detailed sentiment analysis is the Aspect level sentiment 

analysis, i.e. for every feature of the product in case of 

product reviews. 

Now a days people are also rapidly developing modern 

writing habits that include misspelled words, abbreviations, 

emoticons, etc. informal texts. If these are taken into 

consideration, it can increase the accuracy of sentiment 

analysis. This type of informal text can be seen especially 

where there is a constraint on the number of words that can 

be entered, for e.g. SMS, Tweets. Due to lack of space people 

tend to use abbreviations and slang.  

Comprehensive sentiment analysis means that it 

includes.everything i.e. Detailed sentiment analysis for all  

 

 

text types (formal and informal), and also displaying the 

results such that it will answer all questions that a user or 

production company might have. Data visualisation APIs are 

used for displaying such results.    

For Aspect-level sentiment analysis, the system should be 

able to identify the features about the product on its own. 

Automating the feature extraction process helps identifying a 

new feature and we do not need to manually add it to the list 

of features whenever a new feature comes 

 

II. RELATED WORK 

 

Summarizing the results of aspect level sentiment analysis 

using data visualisation API is necessary in order to give the 

user a detailed result for analysing the product. The work of 

Kherwa Pooja et al.  [1] presents such an approach. Aspects 

of the product are identified manually and SentiWordNet [12] 

is used for sentiment analysis. Then the summary of result is 

displayed using Google-o-meter. I.Hemalatha et al. proposed 

a method for sentiment analysis of product reviews from 

twitter in [2]. Their proposed method includes preprocessing 

of informal text by removing URLs, removing questions, 

filtering words with repeated letters, removing special 

characters and re-tweets. This leads to efficient sentiment 

analysis. Vibha Soni et al. proposed a method of sentiment 

analysis in [3] where features of the product are identified 

and SentiWordNet is used for sentiment classification. The 

summarized result is displayed using a chart. Jmal et al. 

proposed a system in [4] where features of the product are 

identified automatically by the system and emoticons are 

considered to identify the polarity of the review statement 

about a feature. Aditya Joshi et al. [5] developed a system 

called C-Feel-It for sentiment analysis in microblogs. Here 

also preprocessing of informal text is done by handling 

extensions in words and normalization of chat words in the 

microblog. Words used in chat/Internet language that are 

common in tweets are not present in the lexical resources [5]. 

Subhabrata Mukherjee et al. presented TwiSent [6] that again 

does sentiment analysis for general tweets (not product 

reviews). TwiSent, inspired from C-Feel-IT [5], is a Twitter 

based sentiment analysis system. However, TwiSent is an 

enhanced version of their rule based system with specialized 

modules to tackle Twitter spam, text normalization and entity 

specific sentiment analysis [6]. David Garcia et al. in [19] 

uses SentiStrength [10] as a lexical resource. The lexicon 

used is an extension to SentiStrength, with the addition of 
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emotional terms from ANEW [9] dataset. Thus, informal text 

can also be dealt with by combining two or more lexical 

resources in this way. 

Hanen Ameur et al. in [7] presents a method for 

constructing dynamic dictionary (lexicon) specific to the 

domain under consideration so as to create a lexicon covering 

several sentiment words. Aminu Muhammad et al. in [8] uses 

a combination of two knowledge sources Generic Lexicon 

and Domain specific lexicon. Also separate scores are 

maintained for acronyms such as lol, ugh, etc. This way there 

is an improvement in accuracy of sentiment analysis and 

informal text is also taken care of. Similarly, existing lexical 

resources can be modified as in [9]. 

Feature extraction is done by finding out noun phrases in 

[4]. Whereas in [15], whenever a new product is searched, its 

features are extracted and stored in json database. Reference 

[16] gives a review about feature extraction techniques 

proposed and used in various research papers. 

 

III. PROPOSED WORK 

 

 

 

 

 

 

 

 

 

 

Figure 1:Different steps of our method of sentiment 
classification 

 

Each of the above steps are described below: 

 

Step-1: Product Reviews are collected from various E-

commerce sites including twitter because there is a greater 

possibility of finding chat language/internet slang language 

on twitter because of writing space constraint. 

Step-2: Algorithm-1 is proposed to convert the informal text 

to correct English text. It is based on two well-known 

spelling correction algorithms namely Peter Norvig‟s Spell 

checking algorithm [18] and Soundex algorithm [19]. The 

Peter Norvig‟s algorithm is slightly modified and is combined 

with Soundex algorithm. Peter Norvig‟s algorithm is a 

simpler and smaller algorithm made similar to Google‟s 

spelling correction algorithm. Whenever we type something 

in Google, it immediately says Did you mean spelling?  Peter 

Norvig developed, in less than a page of code, a toy spelling 

corrector that achieves 80 or 90% accuracy at a processing 

speed of at least 10 words per second [18]. This algorithm 

gives the correct word for any input word based on Edit 

Distance and probability of the word in training dataset. Edit 

distance means the number of insertions, deletions and 

transformations required to convert one word to another. 

Whereas soundex algorithm is a phonetic algorithm and 

encode the homophones to the same representation so that 

they can be matched despite spelling mistakes. The idea to 

combine soundex algorithm with Peter Norvig‟s algorithm 

came from the fact that reviewers while using chat language 

in their reviews tend to play around with vowels. Vowels are 

dropped, interchanged, etc. either intentionally or by mistake. 

Soundex algorithm drops the vowels and encode the 

remaining letters, so when a word is played around with 

vowels it will still match the correct word. The algorithm is 

follows: 

 

Algorithm 1 

 

 

Consider S is a set of words from our language model 

starting with same letter as s. 

/*remove extra characters from the word*/ 

/*let the extra character be c*/ 

if(s contains more than two c) 

 replace the sequence of c by „cc‟ 

end if 

/*get W‟ subset of S based on Levenshtein distance*/ 

for all s‟ in S 

 if(Levenshtein_distance(s,s‟)<=3) 

  Copy word s‟ from S to W‟ 

 End if 

End for 

/*get W‟‟ subset of W‟ based on soundex code*/ 

for all w‟ in W‟ 

 calculate soundex core of w‟ 

end for 

From list of words W‟‟ select the word considering 

three factors in decreasing order of priority: 

 Matching soundex code 

 High probability 

 Low Levenstein_distance 

This is our correct word for s. 

 

Collect Reviews Run Algorithm-1 

to normalize the 

review text  

POS tagging and 

Dependency 

Generation 

Feature extraction by 

identifying frequent 

noun phrases 

Sentiment 

analysis using 

SentiWordNet 

Display results 

using charts 
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Step-3: Stanford NLP parser can be used to tag the parts of 

speech in the sentence and generate dependencies. 

Dependencies in a sentence shows the relations between 

words in a sentence. After this, only the relevant set of 

dependencies are kept and others are ignored as in [1]. 

Step-4: As the sentences are already POS tagged in step-3, in 

this step we can find out the nouns and noun phrases. Then 

calculate the frequency of each of these, set a threshold value 

and keep only the nouns and noun phrases with frequency 

above the threshold value. There after a similarity measure is 

made to find which group of nouns are used to talk about a 

single feature of the product. This method is quite similar to 

the one used in [4]. 

Step-5:After identifying the features, we need to do 

sentiment classification using SentiWordNet. The method 

used for sentiment classification is similar to the one used in 

[1]. 

Step-6: In order to give the customer a better idea of the 

result of our analysis, data visualization tools are used to 

display the sentiment for each feature of the product along 

with the overall sentiment. This type of representation can be 

done using Google chats API, JAVA Swing and AWT 

classes, etc. This step helps in answering all the questions that 

a person may have regarding the product in a graphical way. 

 

V.CONCLUSION 

 

As the word „Comprehensive‟ means everything about 

something, in our research we have tried to include 

everything from collection of reviews to display of results 

using visualization techniques in sentiment analysis of 

product reviews. Improvements can be made to the proposed 

algorithm for spelling correction so that other types of errors 

in spelling can be dealt with. This will help in more accurate 

classification of the reviews. Also a Spam Filter technique 

can be included so that review spam are identified. This will 

help create a complete comprehensive sentiment analysis 

system. Our research helped us take a step towards 

comprehensive sentiment analysis.  
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