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Abstract - Many applications including face verification 

use face image retrieval method. It’s a challenging 

technique since all the faces will be similar due to its 

similar geometrical configuration of face structure. This 

paper retrieves similar faces using content based 

method. In earlier stage content based retrieval was 

performed using low level features such as appearance 

and posing. But low level features lack to give correct 

semantic description of images. For an e.g., face of 

different people is retrieved as similar in low level 

features. This problem is solved by incorporating low 

level features with high level human attributes like race, 

gender, hair etc. Two valuable methods such as attribute 

enhanced sparse coding and attribute embedded 

inverted indexing are proposed here to retrieve the 

image more effectively. These techniques can achieve 

above 43.5% improvement by comparing with existing 

techniques. 

Index Terms – Face image, human attributes, content-

based image retrieval, content based image retrieval, 

attribute enhanced sparse coding, and attribute embedded 

inverted indexing, high level features. 

 

I. INTRODUCTION: 

      Social networks such as facebook twitter etc are widely 

used in our day to day life. Many of them use human face 

images for their profile. And also people use celebrity’s 

faces. Now a day’s human faces are mostly used for 

manipulations such as searching and mining. Face image 

retrieval using content based method is an emerging 

technology in many real world applications. Due to different 

people having similar faces, problems can be faced while 

we arrive to retrieve for similar faces. To solve this issue 

technology such as Retrieval based face annotation use 

common outline for same categories of image. For example 

kid cap can be set as constrain to retrieve children’s, long 

hair for women’s. 

      Two main challenges should be faced while we 

overcome the existing system that is the first challenge is we 

have to efficiently short list the similar face images. On the 

other hand we have to effectively exploit the short list of 

face image and its week labeled information that differs 

from the original face. Our main goal is to retrieve the 

similar images from large scale database using content 

based. In existing content based method used low level 

features for retrieval and also it cannot detect the human 

faces automatically. These issues are solved in proposed by 

incorporating low level and high level attributes. Low level 

features are just appearance and posing in which we cannot 

get the exact information whether it is similar or different 

human faces. For this purpose we use high level attributes 

which can differentiate the unique faces from all common 

faces. High level attributes include gender, race, hair etc. 

The attributes should be selected effectively as it can 

provide a crystal clear result from all the faces in large scale 

database. By incorporating low level and high level attribute 

we can gain promising result to retrieve similar faces from 

large scale database. 

 
       It is clear from the image that when we use low level 

feature, the result is unsatisfactory. But by combining high 

level feature with the low level then the result will be 

satisfactory. High level attributes i.e. Gender and hair shows 

that whether the face belongs to men or women. High level 

attribute will give the semantic meaning, whereas low level 

appearance lack to give semantic description about the face.  

      A face image is given as input to retrieve similar faces 

from large scale database using content based image 

retrieval system (CBIR). CBIR is also known as QBIR that 

is query based image retrieval. Before storing the image in 

the database an index number is given to the images. Using 

the index number features are extracted from the image. 

And the extracted features are stored in feature database. By 

using this technique similar faces can be extracted. It was an 

important technology in many upcoming applications such 

as crime investigation, face annotation etc. 
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II. RELATED WORK: 

 Whenever we give an image as input without 

background then it will automatically detect the facial 

 position. Then the face position is divided into multiple 

grid points. And from this grid points we can get landmarks 

of the facial features and from that features we can get the 

local patches, by that we can generate the sparse codeword 

from attribute enhanced sparse coding. 

 

 
 

 And attribute embedded inverted index compares both the 

sparse code from database and input image and retrieve the 

similar ranking faces. The related images are displayed on 

the window separately. Similar images are displayed by 

dark outlined images, and the images not present in dark 

outlined will be unrelated images. This work will clearly 

describe about how sparse coding works. It describes about 

image retrieval of video source. One video will be the 

collection of multiple frames, so before performing the 

operation the video source are divided into frames. Then the 

point tracker assigns the pointer to every frame and gives 

the resultant to model detector. In this the model detector 

finds the high level description for the frames and then it is 

stored in database. Then the images are retrieved from large 

database.  

 

This is how in proposed method the images are 

converted into local patches and the patches will be 

converted into sparse coding and indexing is performed. 

 

 

 

 

 

 

 

 

 

 III. PROBLEM DEFINITION:

 

 

Retrieving similar faces from large scale database 

is a tedious process. Content based image retrieval 

techniques are used for retrieving images that are similar. 

But in existing content based only low level features are 

used. This method lack to provide the correct semantic 

description about the face. And the face images will usually 

having high intra class variance (e.g., Posing, Expression). 

So the result will be unsatisfactory. To overcome this 

problem we can combine the low level features and high 

level attributes to gain the semantic description of the 

image. By this we can achieve exact similar faces from large 

scale database. Existing content based image retrieval has 

other major drawbacks that it cannot detect the human faces 

automatically.

 

 

Human attributes contains only limited dimension. 

When there are too many people in the dataset then it will 

lose the discriminability.Because some people will have the 

similar face appearance. Human attributes will be denoted 

as vector of floating points. When the data size is huge it 

suffers from low response time and scalability issue. It 

won’t work properly while developing large scale indexing 

method.

 

 

Traditional CBIR uses two kinds of indexing

 Known

 

as

 

inverted and hash table indexing. But both the 

indexing method suffered from low recall problem because 

of the semantic gap. Recently many researchers have been 

performed to build the semantic gap and improve the 

performance of the CBIR. By automatically detected human 

attributes many

 

real time application have achieved 

promising result.

 

 IV. PROPOSED SYSTEM:

        This paper automatically detects the human attributes 

using two valuable methods called attribute enhanced sparse 

coding and attribute embedded inverted indexing. Attribute

 enhanced sparse coding will create the sparse code from the 

image by combining the low level and high-level attribute. 

Only by including high level attributes we can gain the 

semantic description of the image. Each detected face is 

divided into multiple grids and from each grid image patch 

will be extracted and LBP feature descriptor is used to 

extract the local features that are local patches. And these 

local patches will be used to generate the sparse coding. All 

these steps are performed in attribute enhanced sparse 

coding algorithm. Attribute embedded inverted indexing 

will extract the sparse code words form the input image and 

database image and retrieve the similar faces from the 

database. Sparse coding is generated in offline stage and 

inverted indexing is performed in online stage. By 

incorporating these two algorithms with low level features 

(appearance) and high level attributes (gender) we can 

achieve the promising result in extracting similar faces from 

the large scale database. This will be an efficient procedure 

for extracting related faces from large scale database.
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The architectural design explains the processing of sparse 

coding and inverted indexing. Image is given as input. 

Before entering into major algorithm, the query image will 

go through preprocessing. Preprocessing removes the 

background and identifies the face region. In matlab, 

imfilter and imadjust is used to filter the face and remove 

the background region. The noisy data from the query image 

is also removed here. By extracting the face region, it can be 

divided into multiple grids 

 

 
 

From the grid points, Local patches are extracted and by 

using the patches LBP features are obtained. From every 

LBP descriptor sparse code words are quantized. In face 

recognition technology mostly we crop only face region 

using preprocessing method and we normalize the posing, 

lighting etc. By doing these steps we are ignoring hair, 

color, and skin etc., rich semantic cues are ignored so while 

performing preprocessing we cannot get the correct 

semantic description about the image. For example hair is 

one of the major attribute in deciding whether the image is 

the man or women. In that case it fails to identify the correct 

semantic meaning of the face. After preprocessing step the 

information are lost to find the attribute of the images. And 

when the faces are cropped then it will fail to compare the 

cropped version with uncropped. So only by using the 

surrounding context of the face we can get the exact 

semantic meaning of the image. This issue is solved by 

performing post processing that takes the face as the center 

point and detects its surrounding area including hair. By 

post processing we can gain extra information about the 

face. Both pre processing and post processing are performed 

to provide the semantic cues of image. Preprocessing is 

performed to extract the inner face patterns that are sparse 

code. Post processing is performed to extract outer face 

attributes such as hair and its color, size etc. 

 

Attribute Enhanced Sparse Coding: 

 It describes the automatic detection of human 

attribute from the image and also creates the different sparse 

coding. These collections of sparse coding represent the 

original image.  

 

Attribute embedded inverted indexing:   It collects the 

sparse code words from the attribute enhanced sparse 

coding and check the code words with the online feature 

database and retrieve the related images similar the query 

image. 

 For every image in the database face detector is 

used to detect the location of face region. 73 possible 

attributes can be taken. For example hair, color, race, gender 

etc. Active shape model is used to mark the facial 

landmarks and by using that land mark alignment of the face 

is done. For each face component 7*5 grid points are taken. 

Each grid will be a square patch. These grid components 

include eyes, nose, mouth corners etc. LBP feature 

descriptor is used to extract features from those grids. After 

extracting the features we quantize it to code words known 

as sparse coding. All these code words are summed and 

generate a single pattern for the image. These steps are 

obtained by using attribute enhanced sparse coding. Before 

storing the image in database an index number will be 

provided to it and by using that index number we can 

identify the image. All these process will be performed in 

offline stage. Attribute embedded inverted indexing will be 

performed in online stage which compares the sparse 

codeword of query image and the database image and 

finally provide all the similar faces from the database. 

This technology is the emerging one that is used in real time 

applications.  

 

V.PERFORMANCE EVALUATION: 

 This work highlights the improvement of the 

proposed system. By using rich high level attributes we can 

get exact semantic description of the image. But past 

content based used only low level attributes. 

This technology shows 43.5% improvement when compared 

with Mean average precision.LBP settings is 

175grids*59dimensions. This settings is better in 

performance level when compared with original settings 

49grids*59dimensions. This will be robust in case of pose 

variations. Memory usage for storing the index number will 

be less when compared in early algorithms. And also 

memory is needed to save the sparse codeword. Reasonable 

amount of memory will be used for general computer 

server. Online retrieval time will be effective when the 

similar faces are extracted from the database, index of one 

million faces will be extracted in 0.2 seconds. It shows 

43.5% improvement when comparing with mean average 

precision. Proposed method seems to be high performance 

technique when retrieving the image from large scale 

database. Including high level together with low level 

features makes the content based method more efficient. 

 

VI. CONCLUSION: 

 

 Two orthogonal methods worked out well in 

retrieving the similar faces from a large scale database. 

Automatic detection of attributes will be efficient when 

comparing with MAP. By using sparse codeword, 
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quantization errors are reduced and salient images are taken 

from the database. In existing system, appearances are used 

but we propose high level human attributes which are 

effective in case of image retrieval from large database. 

Attribute enhanced sparse coding will extract less amount of 

images which exactly match with the query images. This is 

an efficient method compared to the existing methods. 
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