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Abstract— Security is at most concern for anyone nowadays, 

whether it's data security or Security of their own home. Face 

recognition system is broadly used for human identification 

because of its capacity to measure facial points and recognize 

the identity in an unobtrusive way. Deep convolution neural 

networks have been successfully applied to face Detection 

recently. This project presents a face detection and 

identification method based on improved Mask R-CNN, 

named G-Mask, which incorporates face detection and 

recognition Into one framework aiming to obtain more fine- 

grained information of face. Furthermore, the system 

employs a deep learning-based anomaly detection mechanism 

to detect and alert users of any suspicious activities or 

intrusions. By continuously analyzing patterns of behavior 

and monitoring the surroundings, the system can identify 

anomalies such as unusual movements or unfamiliar faces, 

and promptly notify homeowners through real-time alerts. 

This proactive approach to security enables homeowners to 

take appropriate actions to mitigate potential threats and 

safeguard their property.In addition to its security features, 

the Face Smart Home Door Lock System offers seamless 

integration with other smart home devices and platforms. 

Through APIs and interoperability protocols, the system 

can communicate with various IoT devices such as smart 

lights, cameras, and alarms, allowing for centralized control 

and management of the entire smart home ecosystem. This 

integration enhances the overall user experience and enables 

homeowners to create personalized automation routines 

tailored to their preferences and lifestyle.Moreover, the 

system prioritizes user privacy and data security by 

implementing robust encryption techniques and adhering to 

strict privacy regulations. All sensitive user data, including 

facial images and access logs, are securely stored and 

encrypted to prevent unauthorized access or tampering. 

Additionally, the system provides users with granular control 

over their data and privacy settings, empowering them to 

make informed decisions about how their information is used 

and shared.In conclusion, the Face Smart Home Door Lock 

System represents a sophisticated yet user-friendly solution 

for modern home security. By harnessing the power of AI and 

deep learning, the system offers unparalleled accuracy, 

reliability, and intelligence in protecting homes and ensuring 

peace of mind for homeowners. With its advanced features, 

seamless integration, and commitment to privacy and 

security, the system sets a new standard for smart home 

security solutions in the digital age. 

Keywords— Facial recognition, Smart lock, Biometric 

security, Artificial intelligence, deep learning Access control, 

Home automation, Face detection, Security system, Keyless 

entry, Authentication, Facial biometrics, Machine learning, 

IOT (InternetofThings), Facial feature extraction. 
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I. INTRODUCTION 

The application of Artificial Intelligence (AI) has 

upgraded diff erent aspects of our lives. Banking [1], 

healthcare [2], education [3], agriculture [4], industrial 

automation [5], transportation [6], and many diff erent 

sectors are leveraging AI technology to reduce human 

intervention and automating services. The application of 

AI in cybersecurity and its eff ectiveness is worth 

attention as well [7]. However, the application of AI in 

physical security is still an under-explored area. This 

paper explores the eff ectiveness of applying AI in 

strengthening front-door security through an innovative 

algorithm named FDS. This paper is about an innovation 

to automate front-door security systems to replace the 

necessity of constant human intervention. The proposed 

algorithm mimics human-like intelligence to recognize 

gun violence and attempt to break the front door by 

hitting, kicking, or punching. And it alerts the residents 

like a loyal security guard. In this paper, we created a 

hybrid network combining GoogleNet and BiLSTM 

network to introduce human-like intelligence in a front-

door video surveillance system. The GoogleNet, a 22-

layers deep Convolutional Neural Network (CNN), 

developed by a group of researchers of Google [8], can 

extract the image features the way the human visual 

cortex does [9]. Bidirectional Long Short Term Memory 

(BiLSTM) can learn these features to classify YouTube 

videos [10], identify human sentiments [11], and 

recognize human activities [12]. That means a 

combination of these two networks exhibits the potential 

to extract video features from video streams and identify 

human activities from them. This functionality is the heart 

of the FDS algorithm proposed in this paper. 

We were under the impression of eff ortlessly building 

an automatic intelligent front-door security system. 

However, the reality is diff erent, filled with challenges 

and difficulties. The challenges we faced, solutions we 

discovered, and the problems we overcame have been 

presented, analyzed, and discussed in this paper. Our 

findings, limitations, and solutions are worth recognition 

as novel contributions because it paves the path to ensure 

an automatic intelligent security system for everyone at 

an aff ordable cost. False alarm prevention is one of the 

challenges of intelligent surveillance systems [13]. The 

higher the accuracy of human activity detection, the lower 

the probability of having false alarms [14]. However, 

apart from accuracy, there are some other context-specific 

factors that govern the false alarm rate [15]. The 

methodology discussed in this paper recognizes human 

activities from live video feed with acceptable accuracy 

and solves the false alarm problem. The core 

contributions of this paper are listed as follows: 

• An innovative hybrid network design for HAR-based 

security system development with an average 

accuracy of 73.18%. 

• Development of a novel algorithm using 

CNN-BiLSTM combination in intelligent 

surveillance. 

• A cost-eff ective solution with a nominal upfront cost 

without any subscription fee to make automatic and 

intelligent security aff ordable for everyone. 

The rest of the paper has been organized into seven 

sections. The second section contains the literature 

review. The methodology has been presented in the third 

section of this paper. The methodology is further divided 

into two more subsections - Dataset and Network 

architecture. The fourth section of this paper 

demonstrates the experimental results and performance 

evaluation. The real-world implementation and its 

analysis have been presented in the fifth section. We have 

discussed the limitations and future scope of the proposed 

system in the sixth section. Finally, the paper has been 

concluded in the seventh section. 

 
 

II. LITERATURE REVIEW 

 

A. Smart Application For Front Door Security 

B. Sarp et al. used a Raspberry Pi-based video 

surveillance system to ensure front door security through 

two features - video feed and communication. In their 

system, the users can monitor the activities in front of the 

door remotely and also communicate with someone at the 

front door. They further connected the door through a 

cellular network to access the functionality in real-time 

through the internet [18]. While this approach eff ectively 

ensures front door security, it has a drawback. And the 

drawback is the necessity of manual inspection. The 

proposed FDS system does not require human 

intervention to monitor the front door security. It is a fully 

automatic system that identifies the activities of the 

individuals at the front door and alerts the homeowner if 

anything suspicious happens. 

 
A home monitoring system based on ESP32, published by 

R. C. Aldawira et al., shows the application of IoT to 

ensure home security, including front door security. This 

system allows the users to monitor the activities 

happening inside remotely and outside the house and 

control the door lock. It also has a motion sensor to sense 

any motion and alert the users. Moreover, it has a touch 

sensor that is used to identify human touch on the door 

knob [19]. These multiple features make the home more 

secure. However, the system does not use human-like 

intelligence. Because of using motion and touch sensors, 

the rate of false alarms is high, and it requires manual 

adjustment. Compared to this approach, the proposed 

FDS is more advanced as it uses CNN and recognizes 

activities as the human visual cortex does [20]. IoT-based 

home security systems [21], edge computer-based security 

systems [22], and intelligent warning-based security 

systems [23] are the common approaches to enhance the 

security of home. The literature review demonstrates a 

research gap in front-door security using a convolutional. 
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B. Computer Vision-Based Har & Application 

Computer vision-based human activity recognition is the 

dominating technology in video analysis and its 

application in intelligent surveillance, autonomous 

vehicle, video analysis, video retrieval, and entertainment 

[24]. The review presented in this paper aligns without 

observation and methodology. For a front-door security 

algorithm, a computer vision based machine learning-

centered approach is appropriate. V. Mazzia1 et al. 

developed a short-term posed-based human action 

recognition system. It achieved 90.86% accuracy with 

227,000 parameters [25]. The accuracy of this paper is 

eye-catching, but the computational cost makes it 

expensive, which is not suitable for developing an 

aff ordable security system using this methodology. A 

promising 93.89% accuracy was achieved by a DCNN-

based framework with depth vision guided by Q. video 

datasets. However, it is dependent on the Microsoft 

Kinect camera. It also requires the Inertial Measurement 

Unit (IMU). These devices are expensive. 

 

 
III. METHODOLOGY 

The proposed ADS algorithm uses a GoogleNet-

BiLSTM hybrid network as the classifier. This hybrid 

network requires a video dataset. The video dataset 

selection criteria, dataset processing, network 

architecture, the working principle of the network with 

necessary mathematical interpretation, and the FDS 

algorithm have been described in this section. 

A. Dataset 

The quality and relevance of the dataset play a 

significant role in the overall performance of the machine 

learning Units model, including the proposed network 

[27]. That is why selecting an appropriate dataset based 

on the criteria determined by the goals of an experiment is 

an essential step in CNN-based research. This subsection 

presents our process of selecting the most appropriate 

dataset and methods of processing it. 
 

 
FIG 1: Class Overlapping Among Experimenting Datasets. 

1) DATASET SELECTION CRITERIA 

Predicting security breaches in real-time video streams is 

a broad field of research. We have narrowed it down to a 

front-door security breach. Various activities are subject 

to CCTV footage analysis to predict security threats. 

However, activities that impose a threat at the front door 

are limited. The possible incidents at the front doors and 

their class names are listed in table 1. The target class 

names are the primary dataset selection criteria. The target 

datasets are the Human Activity Recognition (HAR) 

related dataset, which has a rich collection of punching, 

kicking, hitting, and shooting samples. Based on social 

observation, the activities presented in table 1 have 

increased gun violence. Another typical incident at the 

front door is hitting the door knob to break it to enter the 

house. Usually, burglars target empty houses and try to 

gain access by breaking the door. From this context, we 

have included the hitting on the door in the incident list. 

Anyone furious with the intention to physically hit 

someone usually punches or kicks the front door to 

express his anger. It is a common human nature. We have 

selected punching and kicking as target incidents 

considering these social phenomena.This paper explores 

the potential of the available HAR dataset instead of 

creating one for the experiment. There are mainly three 

criteria we analyzed while selecting the dataset. These 

criteria have been set from the context of ease of 

implementation of the proposed FDS. That is why the 

availability of activities listed in table 1 is a critical 

selection criterion. The secondary criterion is the 

similarity of the video of the selected activities with the 

front-door environment. And the third criterion is the 

feature richness of the available videos. 

 

2) DATASET SELECTION 

The performance of Convolutional Neural Networks 

(CNNs) depends on both network architecture and 

training datasets [2]. We studied and analyzed six video 

datasets related to Human Activity Recognition (HAR) 

and listed them in table 2 [24]. We explored the datasets 

listed in table 2. It has been observed that there are 

overlapping classes among these datasets, which have be 
 

 

FIG 2: Videoclip Sequence Lengths Analysis. 
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3) HAR VS. FRONT DOOR ACTIVITIES 

The HMDB51 datasets have been selected as the primary 

dataset for this paper. It is a Human Activity Recognition 

(HAR) dataset. The proposed FDS algorithm focuses on 

front-door security only. The activities which are 

considered threats at the front door are subsets of the 

HMDB51 dataset. This dataset contains videos of 

punching (p), kicking (k), hitting (h), and holding guns 

(g), along with 47 other classes. A model trained using 

the HMDB51 dataset is suitable for classifying the 

activities listed in table 1. The equation 1 defines the 

relation between the set of selected activities and the 

HMDB51 dataset. 

A = {x|x ∈ H, (x ∩ H) = {p, k, h, g}} (1) 

Here in equation 1, A is the set of target activities, and 

H is the set of activities available in the HMDB51 

dataset. 

 
4) DATA PROCESSING 

The video clips of the HMDB51 do not require any low-

level filtering or improvement [34]. That means the 

dataset is ready to train the LSTM network. However, we 

have observed that some of the video clips are very 

lengthy. We analyzed the lengths using a histogram 

illustrated in figure 3. 

The histogram shows that there are few lengthy video 

clips. The lengthier the videos, the longer the network 

takes to learn. Training machine learning models using 

image datasets is time-consuming. It takes even longer for 

a video dataset. Longer period of training refers to the 

occupation of computing resources for a longer period of 

time. At the same time, retraining the model for newer 

datasets becomes a serious issue as well. This experiment 

explored the opportunity to reduce the training time by 

limiting the length of observation from the learning curve 

so that the accuracy of the proposed hybrid model does 

not have any significant change after two hundred 

minutes. However, the training process requires more 

iterations because of the video length. It is observable that 

the video length no longer positively impacts the model’s 

performance. The average training accuracy is 73.24%, 

which experiences ±0.06% deviation for epochs after two 

hundred minutes. 

 
B. NETWORK ARCHITECTURE 

The proposed network combines a pretrained 

Convolutional Neural Network (CNN), GoogleNet, and a 

Long Short Term Memory (LSTM) network. 

 
1) SEQUENCE FOLDING 

The inputs to the network are video feeds which are 

sequences of image frames that maintain specific 

temporal distribution [35]. The features of the video 

frames need to be extracted to train the network. 

However, the feature extraction delay of the network and 

the temporal distribution of the video frames are not the 

same. As a result, video feature extraction from the 

stream of the video frame directly is not a realistic 

approach. A study by A. George & A. Ravindran shows 

that the latency for machine vision can be controlled 

through approximate computing [36]. However, we’ve 

taken a much easier solution to reduce the computational 

cost. This problem has been handled using sequence . 

Considering the necessity of 

i=1 

frequently retraining the network for the updated dataset, 

the 

T 

I(xi, yi) = t=1 

fr((xt, yt), t) (2) 

 
2) FEATURE EXTRACTOR NETWORK 

The folded sequences contain video features. The 

performance of these pretrained networks has been 

demonstrated in the Result and Performance section. 

Despite the acceptable performance, we excluded VGG-

19 and AlexNet for their size. The SqueezeNet is very 

lightweight and has significantly fewer learnable 

parameters. However, it lowers the accuracy of the 

overall network. GoogleNet outperforms Squeezenet and 

ResNet50. The diff erence in the final classification 

accuracy for VGG-19, AlexNet, and GoogleNet is almost 

identical. That is why, considering everything, we used 

GoogleNet in algorithm 1 to extract the feature vectors. 

 
TABLE 1: The pretrained CNN experimented with in this 

paper. 

 

Network Depth Size ( MB ) Input Size 

AlexNet [38] 8 61.0 227*227 

GoogleNet[8] 22 7.0 224*224 

ResNet[50] 50 25.6 224*224 

VGG19[40] 19 144.0 224*224 

SqueezeNet[41] 18 1.24 227*227 

 

 

Algorithm 1 Frames to Feature Vectors 

Input: GoogleNet, GN ; Dataset, Ds 

Output: Feature Vector Sequence, s; 

Start 

Is ← Size(Layers(1, GN )) 

L ← pooling(N = 5,K = 7 × 7, S = 1) 

F ← num(readfiles(Dataset)) 

for i ← 1 : F do 

v ← readVideo(file(i)) 

s(i, 1) ← activations(GN , v, L) 

end for 

save(s, FeatureVector) 

end 

 
The features are saved as feature vectors. Once the features 
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are extracted, the folded sequences are unfolded by 

inverting the equation 2. The video frames and 

corresponding feature vectors are 2D-spatial signals. 

They are flattened using a flatten layer before sending to 

the LSTM network. 

 
3) GoogleNet-LSTM HYBRID NETWORK DESIGN 

The proposed Googlenet-BiLSTM hybrid network has 

been developed by combining part of the GoogleNet and 

a BiL STM network. The GoogleNet has been used as a 

feature extractor, and the BiLSTM network is responsible 

for the classification. GoogleNet is a 22-layer deep 

convolutional neural network. The 19
th

 layer of the 

GoogleNet is an average pooling layer with a size of 7 × 

7. This layer passes the extracted features to the 

subsequent Fully Connected (FC) layer [42]. However, 

the proposed hybrid network The classification layer 

classifies the input video into one of the four classes - 

Punch, Kick, Hit, or Shoot. 

 
4) TRAINING THE LSTM 

We split the dataset into 80:10:10 for training, testing, 

and validation, respectively. We used the mini-batch 

method with a size 16 for each batch. The videos of each 

batch are internally shuffled in every iteration. Along 

with shuffling, we used k−fold cross-validation at k = 4. 

 
We experimented with three optimization algorithms - 

Adaptive Gradient Algorithm (AdaGrad) [45], Root Mean 

Squared Propagation (RMSProp) [46], and Adaptive 

Moment Estimation (ADAM) [47] defined in equation 3, 

4, and 5, respectively. We analyzed the validation loss 

curve with respect to the number of iterations illustrated 

in figure 

7. It shows that the ADAM performs better than AdaGrad 

and RMSProp algorithms. The validation loss rapidly 

reduces up to 120 iterations for each optimization 

algorithm. After that, the loss reduces gradually to 1000 

iterations. The validation loss is the lowest for the 

ADAM. That is why it has been used in our network. The 

training progress is illustrated in figure 8. 

 
The validation accuracy during the training progress 

increases rapidly till 120
th

 iterations. After that, the rate 

of increment of validation accuracy reduces. However, 

it does not stop, and it keeps increasing till 1000
th
 

iterations. Similar but inverse nature is observed for the 

validation loss. It rapidly reduces till the 120th iteration. 

After that, the rate of change gradually reduces. The 

training process completes after 1000 iterations with 

81.16% validation accuracy. The training process takes 

197 minutes and 15 seconds with a 0.0001 learning rate. 

 
5) FRONT-DOOR SECURITY (FDS) ALGORITHM 

The FDS written in algorithm 2 uses the trained 

BiLSTM network to classify the four actions 

mentioned in table 1. This algorithm reads the real-

time video stream. When the camera is active, it reads 

the frames. If a significant diff erence exists between 

two successive 

frames, The thresholds of the proposed FDS algorithm 

play significant roles in the overall performance. We 

experimented with threshold values between 0 to 1 with 

0.1 increments. It has been observed that a threshold 

below 0.6 impacts the algorithm's performance for every 

class. In this range, the average accuracy is 34.10% which 

is not feasible for a security system. However, there is a 

significant improvement within the threshold range of 0.6 

to 0.95. The analysis in between this range has been 

presented in figure 9. It is evident that 

 
Algorithm 2 The FDS Algorithm Input: 

CCTV Video Stream, vs; Output: 

Alert, a; 

Start 

i ← 0 

F[i] ← read(vs) 

while vs = True do 

i ← i + 1 

F[i] ← read(vs) 

c ← compare(F[i − 1], F[i]) 

if c ≥ 0.5 then 

[p,s] ← LSTM[F[i]] 

if p == Punch & s ≥ 0.70 then 

a ← DoorPunch 

else if p == Kick & s ≥ 0.72 then 

a ← DoorKick 

else if p == Hit & s ≥ 0.65 then 

a ← DoorHit 

else if p == Shoot & s ≥ 0.85 then 

a ← DoorShooting 

end if 

SecurityAPI(a) 

else 
NoAction 

end if 

end while 

end 

 
IV. Results And Performance Evaluation 

The performance of the FDS algorithm depends on the 

accuracy of the proposed GoogleNet-BiLSTM hybrid 

network. As it is Deep Learning (DL) approach, we used 

state-of-the art machine learning performance evaluation 

metrics [48] to assess the performance of the proposed 

network first. After that, we analyzed the performance 

among different models. This performance comparison 

demonstrates the superiority of the proposed methodology. 

After that, we performed another experiment with different 

datasets. The purpose of this third experiment is to analyze 

the robustness of the system. The proposed model has 

been trained with the HMDB51 dataset. However, we 

have used videos from all datasets mentioned in table 2 
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V. REAL WORLD IMPLEMENTATION 

The performance of the proposed front door security 

system in the laboratory experiment is satisfactory. 

However, there are always some diff erences between 

laboratory and real world scenarios. We have 

implemented the security system at the front door of an 

apartment, which is illustrated in figure 12. We used a 

Logitech C270 HD webcam. It has been mounted at the 

top of the door at 45
o
 viewing angle 

 

 
 

FIG 3: The Camera Mounted Front Door. 

 

 

VI. LIMITATION AND FUTURE SCOPE 

No computing system is immune to limitations. The 

proposed FDS is not an exception. Despite good 

performance in solving real-world problems, it has 

several limitations worth attention. 

 
1) SUBJECT-CAMERA ANGLE SENSITIVITY 

One of the limitations of the proposed methodology is 

subject-camera angle sensitivity. It has been observed 

that if the subject is too close to the camera, that means 

the angle is more comparable to 70 degrees; the 

accuracy of the kicking and punching classes increases. 

However, the accuracy of the remaining classes 

decreases. When the angle is between 40 degrees to 60 

degrees, the system generates the best result. The 

performance keeps degrading when the angle keeps 

increasing more than 60 degrees. The experimental 

results presented in this paper have been measured 

between 40 and 60 degrees. This limitation opens the 

opportunity to conduct further research and make the 

FDS more robust. 

 
2) NIGHT-VISION EXPERIMENT 

Security systems are for both day and night. The 

proposed methodology has been experimented with in 

daylight when the sun is up and in floodlights at night. 

Experimenting with night-vision mode is another 

challenge that this paper has not addressed. However, 

subsequent research is in progress to explore the 

performance in night-vision mode. this system further. 

Instead of considering these as limitations. 

3) ACTIVITY LIMITATION 

This paper deals with four security threats. There are 

many other potential risks at the front door which we 

could not include because of data availability. A custom 

dataset designed for the FDS algorithm would allow us 

to detect all of the common security threats at the front 

door. It paves the path to conduct more research, 

including new dataset creation and processing, 

discovering limitations and improving them for new 

classes, and handling computational complexities for 

additional classes. 

The limitations of the proposed FDS algorithm pave 

the path to develop this system further. Instead of 

considering these as limitations, the researchers of this 

project consider them as opportunities to continue the 

research work and integrate more innovative features 

with it. 

 
VII. CONCLUSION 

Human Activity Recognition (HAR) has drawn 

attention from the research of wearable sensors and the 

computer vision scientific community. In this paper, we 

created a hybrid network combining state-of-the-art 

techniques found in current research trends. And our 

innovative approach is a potential solution to better 

front-door security. The advancement of research in 

HAR is eye-catching. However, it's able application in 

front door security is unexplored. There are expensive, 

and large-scale AI surveillance services available that 

use HAR technology to strengthen the security of large 

premises. However, these services require expensive 

infrastructure. The FDS algorithm we presented in this 

paper does not require additional equipment. 

Integrating the CCTV camera video stream or a simple 

webcam is enough to recognize the security threats 

with 73.1% accuracy with an optimized threshold to 

reduce the false alarm rate. The real-world 

implementation and its experimental results show the 

adaptability of the FDS system in strengthening the 

security at the front door. However, there are some 

limitations of the FDS algorithm alongside impressive 

performance. These limitations are further 

opportunities to improve the system’s service quality 

and robustness to make intelligent front-door security 

aff ordable and available for everyone. 
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