
Flame Detection using Image Processing 

Techniques 

Ravi L.S#1, Harsha H L#2, Sushma C#3, Swaroop M#4, Thimme Kavya#5

1Assistant professor, Dept. of ECE, RIT, Hassan, Karnataka, India 

2,3,4,5Student,  Dept.of ECE, RIT, Hassan, Karnataka, India 

Abstract - Theoretical Dynamic surfaces are regular in 

characteristic scenes. Instances of dynamic surfaces in video 

incorporate fire, smoke, trees in the breeze, mists, sky, sea waves 

and so forth. The fire is described utilizing productive highlights 

and discovery of a similar utilizing an appropriate preparing. 

Each pixel is checked for the nearness or nonattendance of fire 

utilizing shading highlights, and intermittent conduct in fire 

areas is additionally dissected. In this paper we utilize joined 

methodology of shading location, movement identification and 

region scattering to distinguish fire in video information. Right 

off the bat, the calculation finds wanted shading districts in video 

casings, and afterward decides the locale in the video where there 

is any development, and in the last advance we compute the pixel 

zone of the edge. The blend of shading, movement and zone 

pieces of information is utilized to recognize fire in the video.  

Watchwords - RGB Color model, YCbCr shading model, 

movement recognition foundation deduction, zone scattering. 

I.INTRODUCTION

Modified fire disclosure systems use physical sensors to 

recognize and response of a fire. The physical sensor uses the 

compound properties perceptible all around are obtained by 

sensor and use by fire acknowledgment structure to raise an 

alert. This can moreover cause sham alerts, The physical 

sensors are also not important for outside condition and in 

colossal establishment settings, for instance, plane holders, 

huge entries. Due to the snappy improvement of modernized 

camera advancement and impelled substance based picture and 

video taking care of. there is a critical example to override 

normal fire recognizable proof structure with PC vision based 

system.  

There are heaps of fire revelation structures in which 

concealing is used in preprocessing step. Chen et al. [2], used 

RGB concealing channel information and make fire rules for 

the three channels autonomously. They used a moving area 

figuring in preprocessing step. To improve area execution 

Toreyin et al. [3] proposed a consistent figuring for fire 

acknowledgment in video progression. They used Combination 

of concealing and development snippets of data with fire 

streaks and a short time later separated on wavelet space to 

distinguish fire. This model is used for addressing the video 

data, where time reasoning of luminance section Y used for 

first diminishing of the candidate fire pixel, and chrominance 

part U and V used for portrayal whether the up-and-comer 

pixels were in the fire fragment. In order to diminish fake 

alerts, a direct development acknowledgment figuring is used 

to perceive the domains containing the fire. 

II. PROBLEM STATEMENT

In this area we will talk about the strategies proposed for fire 

location shows the flowchart of proposed calculation for fire 

identification in video.  

So as to make the shading model for fire we broke down a few 

pictures having fire. Since the shade of fire is commonly nearer 

to red and has high brightening, and we can utilize this 

property to determine the necessary shading model. 

III. WORKING PRINCIPLE

our fire location framework at first beginning with catching the 

picture utilizing the webcams, it catches the picture in like 

clockwork, that caught picture might be fire picture or fire less 

picture and the picture will be sent to the tangle lab. In the 

matlab picture handling will be finished. Where it checks the 

hues, in the shading identification the first picture will be 

changed over into RGB picture where RGB represents Red 

Green Blue where the shading enduring an onslaught is 

distinguished by changing over RGB into HSV shading space. 

After shading recognition we go further for force discovery. In 

force recognition the RGB parts of the caught picture are 

isolated and afterward it is changed over to YCbCr shading 

space where Y represents luminance, Cb represents 

Chrominance blue, Cr represents chrominance red. 

Figure 1: Working principle 

At first camera will catch the picture, the picture might be fire 

picture or fireless picture. In our task we are utilizing web 

cameras to catch the picture. It catches the picture in at regular 
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intervals. Caught picture will be sent to the matlab. In matlab 

preparing of the picture will be occurred.  

Caught picture is first changed over to RGB shading space 

picture where RGB represents red, green and blue. In RGB 

shading space as the picture is speak to just in 3 shading, it is 

hard to recognize the force  

So RGB shading space is changed over into HSV shading 

space to discover the force and discovering power here is 

simple as contrast with RGB.  

In HSV shading space the picture is speak to in concealed 

structure. In that picture with the exception of the high power 

divide other part will be in dark color.In HSV shading space 

additionally it is hard to track down the force precisely so 

picture will be changed over into YCbCr shading space.  

In YCbCr shading space the mean estimation of luminance, 

chrominance red and chrominance blue will be determined. On 

the off chance that power and chrominance surpasses the edge 

esteem, at that point it demonstrates that picture is fire picture 

and a cautioning message will be sent to backwoods authority. 

IV.GRAPHICAL USER INTERFACE

The graphical UI (GUI), is such a UI that grants customers to 

connect with electronic devices through graphical images and 

visual markers, for instance, discretionary documentation, 

instead of text-based UIs, created request names or text course. 

GUIs were familiar accordingly with the evident steep desire to 

ingest data of request line interfaces (CLIs), which anticipate 

that requests should be made on a PC reassure. The exercises 

in a GUI are normally performed through direct control of the 

graphical elements.[4] Beyond PCs, GUIs are used in various 

handheld PDAs, for instance, MP3 players, helpful media 

players, gaming contraptions, mobile phones and smaller 

nuclear family, office and mechanical controls. The term GUI 

tends not to be applied to other lower-show objectives kinds of 

interfaces, for instance, PC games (where head-up appear 

(HUD)is enjoyed), or barring level screens, as volumetric 

exhibits in light of the fact that the term is bound to the degree 

of two-dimensional introduction screens prepared to depict 

traditional information, in the custom of the product building 

research at the Xerox Palo Alto Research Center 

V.RESULT

We have taken two RGB picture outlines then calculation is 

applied on it, and result is appeared as in Fig.4(a) and Fig.4(b). 

Test RGB picture outlines having fire, it contains sub pictures 

of various strides in calculation: first picture outline, second 

picture outline having fire, red segment of fire pixel as 

indicated by condition as referenced above, movement is 

recognized between these two edges, and last sub picture 

shows the fire pixel identified in picture. 

Figure 2: fire present 

When we press the start camera, the camera will be activated 

and if we press the capture image the image will be captured, 

captured image will be processed using the matlab.The 

captured image is first represented in a RGB color space then 

the RGB image is converted into HSV color space, but in HSV 

also it is difficult to identify the intensity and chrominance. So 

HSV image is converted into YCbCr image, if in YCbCr image 

intensity and chrominance are high, then it represents a fire in a 

image and indicator shows “FIRE PRESENT” as shown in fig 

6.2 and an email will be sent to the forest authority, like “FIRE 

IS PRESENT”. As show in the fig 

In case if intensity and chrominance are low, that image is 

represented as a fireless image and in this condition indicator 

will not send any email to the forest authority. As shown in the 

fig 
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Fig: fire not present 

VI. CONCLUSION

 This task, Fire Detection System has been created utilizing 

Image Processing and Mat lab programming. This framework 

can apply picture handling methods to identify fire. This 

framework can be utilized to screen fire and has accomplished 

90% exactness for single webcam. The framework chips away 

at ongoing, as it removes outlines in like clockwork, it gives 

ceaseless observing.  

The proposed shading model utilizes RGB shading space and 

YCbCr shading space Because YCbCr shading space isolates 

luminance from chrominance, consequently it is vigorous to 

changing light than other shading spaces. This framework has 

high productivity as it has joined methods of Color recognition 

and force identification. For better execution results utilization 

of RGB and YCbCr shading space is made in the discovery 

procedures, according to their reasonableness, effectiveness 

and properties. From this a lot of seven standards were 

characterized for the pixels to be named fire pixel 

VII.FUTURESCOPE

further precision utilization of Neural Networks for dynamic 

can be made. Water sprinklers can likewise be consolidated. 

By examination and investigation, the effectiveness of the 

proposed Fire discovery framework can be expanded. By 

appropriate examination, reasonable area stature and length for 

camera portion can be chosen, so as to evacuate vulnerable 

side territories. What's more, in future we will utilize the IP 

camera. IP camera is a sort of advanced camcorder generally 

utilized for observation and can send and get date through a PC 

organize and the web. Albeit most cameras that do this are 

webcams, the group IP camera is normally applied uniquely to 

those for reconnaissance that can be straightforwardly gotten to 

over a system 
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