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Abstract 
 

Digital image processing is mainly focused on ever 

expanding and dynamic area with applications 

reaching out into our day today  life such as 

medicine, security purpose, space exploration, 

surveillance, identification & authentication, 

automatic industry inspection etc. Applications 

such as these involve different operations like 

image compression, image enhancement, object 

detection and Noise removing. Implementing the 

image processing applications on a computer can 

be easier one, but not efficient due to additional 

constraints on memory and other peripheral 

devices. However, most general purpose hardware 

is not suited for strong real-time constraints. This 

paper gives the implementation of median filter 

image processing on FPGA. The processor’s 

architecture is combining with a reconfigurable 

binary processing module, input and output image 

controller units, and peripheral circuits. 

Reconfigurable binary processing module will 

perform DCT application and sobel filter, for a 

256×256 image. The periphery circuits control the 

whole image processing and dynamic 

reconfiguration process .The simulation and 

experimental results demonstrate that the 

processor is suitable for real-time binary image 

processing applications. 

 

1. Introduction  
Image processing is any form of signal processing 

for which       the input is an image, such as a 

photograph or video signal; the output of image 

processing may be either an image or a set of 

characteristics or parameters related to the image. 

Most of the image-processing techniques involves 

treating the image as a two-dimensional signal and 

applying standard signal processing techniques to 

it. Digital image processing is the method of 

computer algorithms to perform image processing 

on digital images, digital image processing has 

many advantages over analog image Processing. It 

allows a many algorithms to be applied to the input 

data and can avoid problems such as the build-up  

Of noise and signal distortion during processing. 

Since images are defined over 2-dimensions digital 

image processing may be modeled in the form of 

multidimensional systems. General-purpose chips  

 

have the architecture of a digital processor, in 

which each digital processor handles pixel by pixel. 

When larges sized images are processed, the chip 

size will become extremely large. Thus, further 

analyzing needed to design a high performance, 

small size, and wide range of application for real-

time binary image processing applications.  

 

This paper presents a binary image processor 

that consists of a reconfigurable binary processing 

module, including reconfigurable binary 

computational units and output control logic, input 

and output image controller units, and peripheral 

circuits. The reconfigurable binary compute units 

are mixed grained architecture, which has the 

advantages of more flexibility, efficiency and high 

speed and performance. The processor performance 

is enhanced by using dynamic reconfiguration 

method. The processor is implemented to perform 

real time binary image processing applications. It is 

found that the processor can process pixel-level 

images and extract image features. Basic 

mathematical median operations and complicated 

algorithms can easily be implemented on it. The 

processor has the advantages of small size, high 

speed and simple structure, and wide range of 

applications. CSD (canonical sign digit) is a simple 

and hardware-efficient algorithm for the 

implementation of various elementary, especially 

trigonometric, functions. Instead of using Calculus 

based methods such as polynomial or rational 

functional  approximation, it uses simple shift, add, 

subtract and table look-up operations to achieve 

this objective Discrete Cosine Transformation 

(DCT) is the most widely used transformation 

algorithm. DCT, first proposed by Ahmed [9] et al, 

1974, has got more importance in recent years, 

especially in the fields of Image Compression and 

Video Compression. This chapter focuses on 

efficient hardware implementation of DCT by 

decreasing the number of computations, enhancing 

the accuracy of reconstruction of the original data, 

and decreasing chip area. As a result of which the 

power consumption also decreases. DCT also 

improves speed, as compared to other standard 

Image compression algorithms like JPEG. A 

programmable single instruction multiple data 

(SIMD) real time vision chip was presented to 
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achieve high-speed target tracking [10]. In [24], a 

programmable binary morphology coprocessor was 

introduced to the visual content analysis engine of 

the chip used for visual surveillance. A 

reconfigurable image processing accelerator 

incorporating eight macro processing elements was 

designed to support real-time change detection and 

background registration based on video object 

segmentation algorithm. Recently, a vision chip 

with the architecture of a massively parallel cellular 

array of processing elements was presented for 

image processing by using the asynchronous or 

synchronous processing technique Other general-

purpose chips have the architecture of a digital 

processor array, in which each digital processor 

handles one pixel. When large sized images are 

processed, the chips will become extremely large. 

Thus, further studies are needed to design a high 

performance, small size, and wide application 

range chip for real-time binary image processing 

DCT applications. This paper presents a binary 

image processor that consists of a reconfigurable 

binary processing module, including reconfigurable 

binary compute units and output control logic, 

input and output image control units, and peripheral 

circuits 

 

2. Reconfigurable Image Processor 
FIELD-PROGRAMMABLE GATE ARRAYS 

(FPGA) were introduced a decade ago, they have 

only recently becomes very popular. This is not 

only the  fact of  programmable logic saves 

development cost and reducing the time over and 

complex ASIC designs, but also because the gate 

counts per FPGA chip has reached numbers that 

allow for the implementation of more complex 

applications[11]. Many present days applications 

utilize a processor and other logic on two or more 

individual chips. However, with the anticipated 

ability to build chips with over ten million 

transistors, it will become possible to implement a 

processor within a sea of programmable logic, all 

on one chip. 

  Such a design approach would allow a great 

degree of programmability freedom, both in 

hardware and in software: EDA tools could decide 

which parts of a source code program are actually 

to be executed in software and which other parts 

are enhanced with hardware. The hardware 

implementation may be needed for application 

interfacing reasons or may simply represent a 

coprocessor used to improve execution time. 

Programmable logic need not only be used for 

application speed-up, it can also be employed as 

intelligent glue logic for custom interfacing 

purposes such as in embedded. Controller 

applications. Current single-chip embedded 

processors attempt to provide very flexible 

interfaces that can be used in a large number of 

applications. 

A. Implementation of on chip processer 

 

 

Fig. 1. Reconfigurable Image Processor 

However, they can often result in interfaces that are 

less efficient than intended. Furthermore, it might 

be desirable to perform some bit-level data 

computations in-between the main processor and 

the actual I/O interface. This paper also investigates 

the requirements for providing a general purpose 

field-configurable interface for embedded processor 

applications. The Reconfigurable image 

processor is shown in the Fig. 1. The processor’s 

architecture is a combination of a reconfigurable 

binary processing module, input and output image 

controller units, and peripheral circuits and on chip 

memory unit and NIOS-2 processor. The 

reconfigurable binary processing module will 

perform image compression operations and edge 

detection operation. The input image is given to 

pre-processing controller unit after the process the 

image is loaded into on chip memory unit. Initially 

analogue image is converted into digital and 

impulse noise is added using MATLAB. And 

image is converted into180 x 180 sizes and totally 

3600 blocks are stored in text file. The text file 

accessed by modelsim and calculating the median 

values and remove the salt and pepper noise. NIOS 

II processer is used as a controller circuits. Gated 

clock is used to disable the idle blocks to reduce 

unnecessary transitions .FIFO synchronization is 

used to synchronies all the units. 
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DISCRETE COSINE TRANSFORM   - 

 To Compress Image 

SOBEL FILETR      - To detect edges 

B. Image Processing Applications 

 

The reconfigurable binary compute units are of 

a mixed grained architecture, which has the 

characteristics of high flexibility, efficiency, and 

performance. The performance of the 

processor is enhanced by using the dynamic 

reconfiguration approach. The processor is 

implemented to perform real time binary image 

processing. It is found that the  

Processor can process pixel-level images and 

extract image features, such as boundary and 

motion images. Basic mathematical median 

operations and complicated algorithms can easily 

be implemented on it. The processor has the merit 

of high speed, simple structure, and wide 

application range.      Although field 

programmable gate arrays (FPGA) were introduced 

a decade ago, they have only recently become more 

popular. This is not only due to the fact that 

programmable logic saves development cost and 

time over increasingly complex ASIC designs, but 

also because the gate count per FPGA chip has 

reached numbers that allow for the implementation 

of more complex applications.  
 

3. Discrete Cosine Transform 
 

Multimedia data processing, which encompasses 

almost every aspects of our daily life such as 

communication broad casting, data search, 

advertisement, video games, etc has become an 

integral part of our life style. The most significant 

part of multimedia systems is application involving 

image or video, which require computationally 

intensive data processing. Moreover, as the use of 

mobile device increases exponentially, there is a 

growing demand for multimedia application to run 

on these portable devices. In order to reduce the 

volume of multimedia data over wireless channel 

compression techniques are widely used. Discrete 

cosine transform (DCT) is one of the major 

compression schemes owing to its near optimal 

performance. Its energy compaction efficiency is 

also greater than any other transform.  

 

 

 

 

4. Low Complexity 2-D Dct Using 1-D Dct 

                         Decomposed Matrix 

 

The 1-D 8-point DCT can be expressed as follows: 

     (2) 

Where  xm denotes the input data; 

          Zn denotes the transform output; 

          Kn = sqrt(1/2) for n=0 . 

 

By neglecting the scaling factor 1/2, the 1-D 8-

point DCT in (2) can be Divided into even and odd 

parts:  

 

 
 

 
 

 
Fig.2  Decomposed DCT 

 

In 8 point DCT 8 input values are multiplied with 8 

x 8 DCT matrix. For getting all 8 outputs 64 

multipliers 

are used. In decomposed DCT architecture by 

adding one pre-processing unit we reduce the 

multipliers usage by 50 %( only 32 multipliers 
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used). In pre-processing unit we used only adders. 

Overall we can reduce the hardware complexity. 

5. Binary Conversion 
Many techniques have been used to efficiently 

convert this floating point values into binary 

representation for digital implementation. Then 

only we can implement DCT in VLSI. 

The two ways of floating point to binary 

conversion are 

 

(1).Both integral and fractional part is converted 

separately by repeatedly multiply 2, and considers 

each one bit as it appears left of the decimal. 

 

A. DCT coefficients 

 

The 1-D DCT given by equation (2) can be split 

into two matrixes, the odd  

The 1-D DCT given by equation (5) can be split 

into two matrixes, the odd and the even. 

The odd 1-D DCT can be expressed as 

 

 

 The even 1-D DCT can be expressed as  

 

 where ck = cos kπ/16 , a = c1, b = c2, c = c3, d = 

c4, e = c5, f = c6, g = c7 are the cosine basis. 

From the equations (3) and (4), it can be stated 

that the DCT operation involves multiplication of 

various cosine coefficients with a fixed input 

sequence. Hence sub structure sharing technique is 

used to reduce the number of operators [6]. The 

cosine basis is quantized to 8-bits for energy 

efficiency. The cosine coefficients are represented 

as CSD number which has the advantage of 

reduced number of one’s compared to the binary 

representation.  The cosine basis is chosen up to 

four decimal places and each one is represented as 

7 bit binary number. The number of bits has an 

impact on the quality of the system. The values of 

the cosine basis are shown in the Table below. The 

stronger operator, multiplication is transformed to 

simple shift and adds operations by applying 

Horner’s rule. This reduces the power 

consumption. For example, consider the cosine 

coefficients c and g, c *X =  2
5
 + 2

4
 + 2

2 
+1 (X) =  

(2
4
 (3) + 5) (X) and g*X = 2

3
 + 2

2
  (X)= 

 
2

2
(3) (X) 

and the common terms they share is 3X. The 

common terms among the cosine basis are 1X, 3X, 

5X, and -1X and are shared to compute the partial 

outputs. 

  

Table 1.  Cosine Basis Set 

These blocks are termed as precomputing units and 

an unit is shown in the Figure. The intermediate 

results from the precomputing blocks are added in 

the final stage yielding the DCT coefficients. The 

3A is constructed by expressing it as 3A = 1A+2A 

= {1A + (1A<<1)}. Similarly the 5A can be 

expressed as {1A + (1A<<2)}. and g, c *X =  2
5
 + 

2
4
 + 2

2 
+1 (X) =  (2

4
 (3) + 5) (X) and g*X = 2

3
 + 2

2
  

(X)= 
 
2

2
(3) (X) and the common terms they share is 

3X. The common terms among the cosine basis are 

1X, 3X, 5X, and -1X and are shared to compute the 

partial outputs. 

• Multiplication is expensive in hardware 

• Decompose constant multiplications into 

shifts and additions\ 
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 13*X = (1101)2*X = X + X<<2 + 

X<<3 

 Signed digits can reduce the 

number of additions/subtractions 

 Canonical Signed Digits (CSD)  

 (57)10 = (0110111)2 = (100-

1001)CSD 

Up to 50% reduction 

6. Performance Results 

The image is converted into pixels using MATLAB 

and the values are stored as a text file. The text file 

is accessed by the Model sim ALTERA and the 

corresponding 2-D DCT coefficients are calculated. 

These values are then fed to the IDCT module 

which returns the spatial data sequence. These data 

are written to a text file. The image can be 

reconstructed from the text file using MATLAB 

coding. 

 

 
Fig 3. Simulated output 

 

 
Table 2. Area comparison table

 

 

Fig 4. Input and reconstructed image 

 

 

6.Conclusion 

 In this paper, a reconfigurable binary 

image processor was proposed to perform real-time 

binary image processing applications. The 

processor is combination of a reconfigurable binary 

processing module, input and output image 

controller units, and peripheral circuits. The 

reconfigurable binary processing module has a 

mixed-grained architecture with the characteristics 

of high efficiency and increase the processor 

performance. Basic DCT application and 

mathematical morphology operations can be easily 

implemented on its simple structure. The processor 

featured by simple structure, high speed, and wide 

range of applications are suitable for binary image 

processing.This increases the efficiency of the 

system. The filter can removes noise even at higher 

noise densities and preserves the edges and fine 

details. The performance of the filter is better when 

compared to the other filter of this type. The 

developed filters are tested using 180X180, 8- 

bits/pixel images. Different levels and the results 

are compared with MATLAB implementation. 
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