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Abstract  
 

The wide spread usage of  PC and its applications have 

enabled us to use it in our daily activities like listening 

music and playing games.In earlier times, control of 

computer was only using mouse. The development of 

ever- changing technology led to changes in a way to 

control the computer. Because of the demands of time, 

now it no longer just a computer with mouse only. But 

it can be also done by doing hand gestures without 

sensors. This paper is to make a better communication 

between human and computer. Here we use ARM 11 

processor for processing of image.Here, our hand acts 

like a mouse. Depending upon the finger movement up 

and down etc.,the cursor moves accordingly. It 

overcomes the performance in terms of sensors and 

hardware cost. 
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1. Introduction  
 

      Nowadays, all of the aspect in the world is using 

the computer. Thus, we can see clearly where the 

interaction often happened between humans and 

computers. Because human and computer interaction 

was reached to entire daily life, it would require an 

input interface that is easy to use. There are a lot of 

input interface that has already exists in this world. For 

example the keyboard, mouse.  

      Most part of human body can be uniquely recorded 

for input. The concrete example is a fingerprint that is 

used to instruct the computer to issue permits for the 

users so the users can access the computer. In addition 

to fingerprint, there are much more parts of the human 

body that can be an input source. The input from the 

human body will be used as a code in a computer 

command. Human body parts include body movements, 

hand gestures, faces, and many more.  Human posture 

and gesture activity analysis has emerged as an 

important, interdisciplinary area which has many 

potential applications such as surveillance, advanced 

human computer interaction, intelligent driver 

assistance systems, 3-D animation, health care 

monitoring, and robot control. Compared to previous 

technologies using some wearable sensors or markers, 

marker-less vision-based approaches provide more 

natural and less intrusive solutions which are more 

convenient for real-world deployments. In this paper, 

we develop a system for human machine interactivity 

that can recognize human gesture from marker-less 

multi view input. We choose to deal with the hand 

gesture only since it is simpler than full body, and yet 

conveys important information about several human 

activities where arms carry the most influential 

information . 

     For controlling a computer it  should be a real time 

process and place directly at the same time. Thus, the 

input devices is used to record the hand gesture. It also 

has to be able to record the hand gesture directly. Input 

devices that can be used directly are camera and video 

camera.  In this paper, we use a camera as an input 

device. This camera will record the hand gesture from 

the user's hand. The camera should capture hand.   The 

last hand gesture that is recorded as commands is 

intended to control the computer.Image captured is 

processed by the haar like features.After obtaining the 

result of the processed image we then compare with the 

already stored images.So,that if it matches the stored 

gestures the particular application is performed. 

2. Main Method  

       Embedded system using ARM processor has 

feature of image/video processing by using various 

features and classification algorithms which  have been 

proposed for emotions detection. It overcomes the 

performance in terms of sensors and hardware cost . 

This system  captures  image by means of web camera  

connected to ARM processor through USB and the 

captured image is processed by using technique of 

image processing. In the image processing of the 

image,the captured image is preprocessed and detected 

using haar like features algorithm. 

    The processed data are sent to max232 which is a 

level converter and using serial port through RS-232 

cable processed hand movements is sent to PC where  

PC is controlled through  gestures and hence various 

applications  are controlled. Here our hand gestures are 

used to act as a mouse for pc, depending upon the 
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movement of the hand, various functions of mouse can 

be done by our hand gestures. 

3. Frame Work 

 
Step 1 : Start the   board of ARM11  processor. 

Step 2 : Capture a real time image from the webcam 

that is hand gesture. 

Step 3 : Preprocessing is step where a captured image 

pixels are adjusted and if the image is in different 

position adjust it in normal view. 

Step 4 : In the detection phase  Haar like features 

algorithm is used. Haar-Like Features is a feature of 

digitalize images to image analysation in object 

recognition.Here preprocessed image is taken and the 

background image is removed and a fore ground image 

is taken where the algorithm is applied to get a 

particular position of hand gesture. In this paper, we 

use a simple rectangular Haar-Like Features as an 

approach. The value of a Haar-like feature gives the  

difference between the sums of the pixel values within 

the white and black rectangles,where hand geture is 

detected. 

Step 5: Compare the processed image with the database 

if it relates with the stored data it is processed to next 

step otherwise step 2 is repeated. 

Step 6 : A rectangular box is drawn and caculate 

centroid so that so the movement of finger can be easily 

identified.On the lcd display we get a rectangular box 

to show that a hand is detected at that position.To get a 

rectangular box we calculate the position of the hand on 

the lcd. 

Step 7 : Depending upon the movement of hand 

particular mouse operation is performed.If t he hand is 

detected on the left side,we get a rectangular box on the 

left side indicating hand is detected on the left side and 

cursor moves towards left.In the same way the process 

is done for up,down,right,single click and double 

click.Using a doubleclick we can open a file and close 

it etc., 

Step 8 : Stop the process. 
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4. Algorithm Used For Detection  

      In this paper, we use an algorithm i.e haar like 

features.There are hand gestures and hand postures. 

A hand posture is a the hand configuration that is 

static and without any movements of hand  location 

involved and no movement of the hand. A hand 

gesture refers to a sequence of hand postures 

connected by continuous motions over a short time 

span or collection of hand posture that different one 

of another so it will make a movement not just 

silence. A hand gesture is taken as a series of hand 

postures that act as transition states. Gesture 

recognition can be taken in two levels– low level 

posture recognition and high level gesture 

recognition. For hand postures, the repeatability is 

usually poor due to the high degree of freedom of 

the hand as well as the difficulty of duplicating the 

same working environment such as the background 

To solve the problem, we use a statistical approach 

based on a set of Haar-like features that focus more 

on the information within a certain area of the 

image rather than each single pixel . Haar-Like 

Features is a to digitalize images and to analyze 

images in recognition of the object. There are three 

kinds of methods in the Haar-Like Features 

algorithm, including a simple rectangular Haar-

Like Features Tilted HaarLike Features and fast 

Computation of Haar-Like Features.Here, we use a 

simple rectangular Haar-Like Features as an 

approach for detection process.  

      The simple Haar-like features are used in the 

Viola and Jones algorithm. There are two 

motivations for the employment of the Haar-like 

features rather than raw pixel values. The  reason is 

that the Haar-like features can encode ad-hoc  

knowledge, which is difficult to describe using a 

finite quantity of training data. Comparing with the 

image containing the raw pixels, the Haar-like 

features can efficiently reduce/increase the in-

class/out-of-class variability and thus making 

classification easier . The Haar-like features can 

give the ratio between the bright and dark areas. 

One Haar-like feature can efficiently catch that 

character. The motivation is that a Haar-like 

feature-based system can operate much faster than 

a pixel-based system. Besides the above 

advantages, the Haar-like features are also 

relatively robust to noise and lighting changes 

because they compute the gray level difference 

between the black and white rectangles. The noise 

and lighting variations affect the pixel values on the 

whole feature area, and this influence can be 

counteracted. Each Haar-like feature consists of 

two or three connected ―white‖ and ―black‖ 

rectangles. Fig. 2 shows the extended Haar-like 

features . The value of a Haar-like feature is the 

difference between the sums of the pixel values 

within the black and white rectangles                                      

     

          Figure 2. Haar Like Features 

      The (Fig. 3) ―integral image‖ at location of 

pixel(x, y) contains the sum of the pixel values 

above and left of this pixel inclusive:  

                 P(x,y) = ∑ x<=x1,y<=yl p(x
1
,y

1
)                                                                                      

According to the definition of ―integral image‖, the 

sum of the pixel value within the area D in Fig. 3  it 

can be computed by:  

                         P1 + P4 − P2 − P3 

 where P1 = A, P2 = A+B, P3 = A+C, and  

                            P4 = A+B+C+D    

To detect an region of interest, scanning of the 

image is done by a sub-window which contains  

Haar-like feature.  

Based on each Haar-like feature fj, a correspondent 

classifier hj(x) is defined by:  

                  hj(x)   =   1,if  pjfj(x)< pjθj                               

                                  0,    otherwise                      3.3 

where x is a sub-window, and θ  is a threshold. pj 

indicates the direction of the inequality sign 
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              Figure 3. Concept of Integral Image 

5.  Results  

      The below figure 4 shows the captured hand 

gesture which is shown on the lcd .So depending  

upon the movement of the hand towards 

left,right,up or down before webcam which is 

shown on lcd the cursor moves accordingly . 

 

 
 

 

Figure 4. Captured hand gesture shown on lcd 

 

 

A.  Hand  gesture recognition for a double  

click  

 

 

 

 

 

 

       Figure 5. Cursor on media player 

The above figure 5 shows that cursor is on the vlc 

media player before any hand gesture operation is 

performed. 

          

Figure 6.   Hand  gesture recognition for a     

double click 

The above figure 6 shows that when a hand gesture 

is detected on on top right of lcd  a red colour box 

is shown on lcd which indicates a double click is 

performed.  

         

   

       Figure 7. Media Player is opened 

The above figure 7 shows vlc media player opened  

as the double click is performed. 

6. Conclusion 

      Commonly, we use mouse to control the Pc. As 

time changes, technologies always develop  a better 

and easier technology, such as touch screen 

technology. But now, the world began to turn to 

hand gesture technology. This technology doesn’t 

need a special monitor to control it, it just needs a 

camera to capture the gesture and turn it into a 

program to control the Pc. 

     We try to make a hand gesture to control the Pc. 

We use a camera to capture the hand movements. 

To recognize the gesture,the algorithm used is haar 

like features. So when the user moves their hands, 

the camera captures the movement and then the 

Haar Like Feature will read the posture of the 

hands. After that, the posture will be recognized 

and sent to pc where particular application is 

controlled. 

In the proposed method gestures of hand 

can be captured by webcam and based on the 

identified gestures the PC is controlled. In future 

we can implement the same method by using  

zigbee or Bluetooth technology.At present we are 

implementing this project by using MINI 6410 

board. In future we can implement the same project 

by using Beagle Board which speed is 150 times 

faster than ARM11 board.  
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