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Abstract 
 

A statistical parametric speech synthesis system 
based on hidden Markov models (HMMs) has grown 
in popularity over the last few years. In this approach 
the system simultaneously models spectrum, 
excitation, and duration of speech using context-
dependent HMMs and generates speech waveforms 
from the HMMs themselves. This paper describes a 
new system of Arabic speech synthesis called 
HTS_ARAB_TALK which represents a complete 
architecture system by modifying the publicly 
available HTS. This new implementation is based on 
statistical parametric speech synthesis which is a 
relatively new approach to speech synthesis. A brief 
description of statistical parametric speech synthesis 
system based on hidden Markov models (HMMs) is 
presented with some emphasis on the feature that is 
relevant to the Arabic language. Finally, a mean 
opinion score for the synthesized speech is presented. 
These results were supported by subjective 
evaluation. 
 
1. Introduction  

HMMs have been used for ASR since several 
decades ago. Meanwhile, HMM-based speech 
synthesis is a more recent application of the HMM in 
speech technology. Although many speech synthesis 
systems can synthesize high quality speech, they still 
cannot synthesize speech with various voice 
characteristics such as speaker individualities, 
speaking styles, emotions, etc. To obtain various 
voice characteristics in speech synthesis systems 
based on the selection and concatenation of 
acoustical units, a large amount of speech data is 
necessary. However, it is difficult to collect store 
such speech data. In order to construct speech 
synthesis systems which can generate various voice 
characteristics, the HMM-based speech synthesis 
system (HTS) [1] was proposed. Speech synthesis is 
defined as the process of generating speech signal by 
machine. This target can be accomplished using 
many ways. The traditional way is waveform  

 

 
 
 

concatenation such us PSOLA [1]. This technique 
has shown to synthesize high quality, typically more  
natural sounding speech, now the RealSpeak from 
Nuance and AT&T Labs Text-to-Speech (TTS) are 
famous concatenative commercial speech technology 
systems for TTS [2]. But concatenative systems have 
the drawbacks of limited number of voices and large 
size memory used to store speech waveforms. 
Another way for speech synthesis is through software 
using linguistic rules and features based on analyzing 
human speech. So this method sometimes called rule-
based synthesis, formant speech synthesis or 
parametric synthesis since it generates small compact 
parameters from human speech and uses them to 
synthesize speech signal. DECtalk is still the best 
commercial formant synthesizer [2]. Formant 
synthesizers have the advantages of using small 
memory since the size of the extracted parameters are 
less than the size of the speech signal in waveform 
and the easy customization of synthesized voices. But 
they have the disadvantage in the generated sound 
that it is more mechanical sounding so it results less 
quality than concatenative ones. Statistical parametric 
speech synthesis system based on hidden Markov 
models (HMMs). HMM is a new approach that has 
grown in the last few years witch has been proved as 
a powerful tool in speech recognition since the 
models produced from the training process contain 
statistical data that models; the input speech signal 
and these models have small size. Arabic HMM-
based Speech Synthesis is the state-of-the-art high 
quality natural TTS systems. HTS_ARAB_TALK is 
one of these systems, which is developed specially 
for Arabic language. This paper describes the overall 
architecture, several components of the system, and 
linguistic concepts for Arabic. This paper is 
structured as follows. Section 2 describes the HMM-
based Speech Synthesis. Section 3, describes the 
development of HTS_ARAB_TALK. Section 4, 
describes the evaluation result. Finally, section 5 
summaries our conclusions and an expected future 
work. 
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2. HMM-based Speech Synthesis 

 

This section describes an example of the HMM-
based speech synthesis system based on the 
algorithm for speech parameter generation from 
HMM with dynamic features described in previous 
sections, and several results of subjective 
experiments on quality of synthesized speech. 

2.1

 

System Overview 
Figure 1 shows a block diagram of the HMM-

based speech synthesis system. The system consists 
of two stages; the training stage and the synthesis

 

stage. First, in the training stage, mel-cepstral 
coefficients are obtained from speech database by 
mel-cepstral analysis [27]. Dynamic features, i.e.,

 

delta and delta-delta mel-cepstral coefficients, are 
calculated from mel-cepstral coefficients. Then 
phoneme HMMs are trained using mel-cepstral 
coefficients and their deltas and delta-deltas. In the 
synthesis stage, an arbitrarily given text to be 
synthesized is transformed into a phoneme sequence.

 

According to this phoneme sequence, a sentence 
HMM, which represents the whole text to be 
synthesized, is constructed by concatenating 
phoneme HMMs. From the sentence HMM, a speech 
parameter sequence is generated using the algorithm

 

for speech parameter generation from HMM. By 
using the MLSA (Mel Log Spectral Approximation) 
filter [28], [29], speech is synthesized from the 
generated mel-cepstral coefficients. 

 

 Fig.1
 

Synthesis stage of HMM speech 
synthesis.[5] 

2.2
 
Speech Database   

Standard Arabic is the language used by media 
and the language of Qur’an. Modern Standard Arabic 
is generally adopted as the common medium of 
communication through the Arab world today. 
Standard Arabic has 34 basic phonemes, of which six

 are vowels, and 28 are consonants [17]. Arabic 
vowels are affected as well by the adjacent 
phonemes. The ideal is to have a database sufficiently 
provided with several examples phonemes [15]. The 
database used in [16] is without prosodic 
information. Our target is to improve the database in 
[16].The audio portion of the database is the only one 
that interested .wav format is PCM coded 16-bits at a 
sampling frequency of 16 kHz. To adapt the Arabic 
phonemes with the HTS system, we use a new 
presentation of phonemes, since for example the HTS

 system reject "?". In this work, we added in each 
labels file a lot of prosody information. 

 
 
 

 

 

Fig.2 Example of a sentence / 
jalAIabuuna limuddati saAItin / ("They 
play for an hour") 
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The Arabic letters are written from right to left 
and most of them are attached to one another. Most 
Arabic words can be reduced to a root which often 
consists of three letters. Modifying this root by 
adding prefixes and/or suffixes and changing the 
vowels results in many word patterns. The target is to 
obtain a label file for each sentences, in each file, 
there are once sentences. In the following next figure, 
we explain the information involves in each 
utterance.  

 

 
 

Fig.3

 

sentences Arabic  with prosodic 
information 

 

In Arabic, word–stress and its placement are 
predictable because if we take the structural patterns 
of the word, then rules can be formulated so as to 
pinpoint the syllable on which stress falls. Word–
stress, therefore, is non–phonemic in Arabic [23] 
Arabic stress does not produce a distinction in 
meaning. Most linguists and orientalists, 
nevertheless, have distinguished three degrees of 
non–phonemic stress: primary, secondary and weak. 
[24] For instance, stating a general rule of word–
stress placement in Arabic, maintains that: stress falls 
on the long syllable nearest to the end of the word. In 
the absence of a long syllable, the stress falls on the 
first syllable and on the third syllable from the end in 
words of three or more syllables [25] extensively 
discusses accentuation and other phonological 
phenomena related to syllable structure in classical 
Arabic.  

2.3

 

HMM-Training 
All HMMs used in the system were left-to-right 

models with no skip. Each state had a single 
Gaussian distribution with the diagonal covariance.

 

Initially, a set of monophone models was trained. 
These models were cloned to produce a triphone 
models for all distinct triphones in the training data. 
The triphone models were then reestimated with the 
embedded version of the Baum-Welch algorithm. All 

states at the same position of triphone HMMs derived 
from the same monophone HMM were clustered 
using the furthest neighbor hierarchical clustering 
algorithm [30]. Then output distributions in the same 
cluster were tied to reduce the number of parameters 
and to balance model complexity against the amount 
of available data. Tied triphone models were 
reestimated with the embedded training again. 
Finally, the training data was aligned to the models 
via the Viterbi algorithm to obtain the state duration 
densities. Each state duration density was modeled by 
a single Gaussian distribution. In this work, we use a 
first step in HTS that a training part. All of 
parameters are obtained by a HTS system. After this 
training, we send all of parameters in HTS-Engine 
but this step need other file.  

2.4 Question file 
Questions file are text files that define the 

questions to the nodes of decision trees for HMM 
clustering. The questions that are asked for phonemes 
are directly related to background information 
provided in the label files (labels). The following 
figure 6 is a question file extract.  

 
 
 
 
 
 
 

 
Fig.4 Extract a file  questions 

2.5 Speech Synthesis 
In the synthesis part, an arbitrarily given text to be 

synthesized is converted to a phoneme sequence. 
Then triphone HMMs corresponding to the obtained 
phoneme sequence are concatenated to construct a 
sentence HMM which represents the whole text to be 
synthesized. Instead of the triphones which did not 
exist in the training data, monophone models were 
used. From the sentence HMM, a speech parameter 
sequence is generated using the MLSA (Mel Log 
Spectral Approximation) filter [23], [24], speech is 
synthesized from the generated mel-cepstral 
coefficients directly. 

 
 

 
3. Development of HTS_ARAB_TALK 
Figure 5 shows the architecture of the current system. 
It is composed of three major components: a HTS-
training, a HTS-engine, an Arabic keyboard. In the 
HTS-training component, we prepare a prosodic 
Arabic database and construction of the statistical 
parametric speech. After training part, we send this 
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parameter to HTS-engine. Text is the input of the 
system [31].  
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5 Block diagram of HTS-ARAB-
TALK 

3.1 Text segmentation 
Syllable Parser will segment the normalized text to 
syllable unit according to Arabic rules. The 
architecture is based on Input, Processing and Output 
Schematic. This module will convert the symbols 
input into readable text. Input text may be in the form 
of paragraphs, sentences, or words. Thus, it is 
necessary to segment text in hierarchal order: higher 
level structures to paragraphs, paragraphs to 
sentences, sentences to words and words to syllable 
and syllable to phonemes. In this research, we limited 
the input text to paragraph form. A paragraph was 
segmented into sentences by finding the sentence 
punctuation marks such as ‘.’, ‘!’ and ‘?’. To segment 
sentences into words, blank spaces were located in 
the text that has been classified as a sentence. From 
the text that has been identified as words, the 
phonemic representations equivalent to the set of 
letters of the retrieved word were generated.  
3.2 Waveform generation 
HTS-engine-API: Since version 1.1, a small stand-
alone run-time synthesis engine named HTS-engine 
has been included in the HTS releases. It works 
without the HTK libraries, and it is released under the 

new and simplified BSD license; Users can develop 
their own open or proprietary software based on the 
run-time synthesis engine and redistribute these 
source, object, and executable codes without any 
restriction. In fact, a part of HTS-engine has been 
integrated into several pieces of software, such as 
ATR XIMERA [20], Festival [21], and Open MARY 
[22]. The spectrum and prosody prediction modules 
of ATR XIMERA are based on HTS-engine. Festival 
includes HTS-engine as one of its waveform 
synthesis modules. The upcoming version of Open 
MARY uses the JAVA version of HTS-engine. The 
stable version, HTS-engine API version 1.0, was 
released with HTS version 2.1. It is written in C and 
provides various functions required to setup and drive 
the synthesis engine. In this step, we used a HTS-
Engine (1.07).  The following figure 8 represents the 
general appearance of the HTS_ARAB_TALK. 
 
 

 
Fig.6 HTS_ARAB_TALK 

 
4. Subjective evaluation 
The only concern when choosing the test group is 
that they should be non-speaking of the Arabic 
language. In order to decide what a good command 
is, it was decided that the participants should have the 
Arabic language as their second language. The group 
consists of 12 people. The majority of the 
participants are students at Bourguiba Institute of 
Languages University Elmanar, Tunisia at the 
Department of Arabic Linguistics. The level of 
fluency is varying among the participant, some of 
them are somehow fluent and the some of them are 
not very fluent.  The main goal of this evaluation test 
is to determine how much of the spoken output one 
can understand is.  Evaluation consists of a subjective 
comparison between the 4 models. A comparison 
category rating (CCR) test was used to compare the 
quality of the synthetic speech generated by our 
system, Euler system, Acapela system and natural 
speech models. The participants were asked to 
attribute a preference score according to the quality 
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of each of the sample pairs on the comparison mean 
opinion score (CMOS) scale [33]. Listening test was 
performed with headphones. After collecting all 
listeners’ response, we calculated the average values 
and we found the following results. These results are 
shown in fig.7 

 
 

Fig.7 Average scores for the first test 
(system Euler, our system, natural speech 
and Acapela system. for the intelligibility 
of speech. 

  
5. Discussion and Future Works 
Text-To-Speech Synthesizer has been developed 
gradually over the last few decades and it has been 
integrated into several new applications. For most 
applications, the intelligibility and comprehensibility 
of TTS Synthesizer have reached the acceptable 
level. Nevertheless, in prosodic, text preprocessing, 
and pronunciation fields there is still much work and 
improvements to be done to achieve more natural 
sounding speech. Natural speech has so many 
dynamic changes that perfect naturalness may be 
impossible to achieve. However, since the markets of 
TTS Synthesizer related applications are increasing 
gradually, the attention for giving more efforts and 
funds into this research area is increasing as well. 
Current TTS Synthesizer Systems are so complicated 
that one researcher cannot handle the whole system. 
With good modularity it is likely to divide the system 
into a number of individual modules whose 
developing process can be done alone if the 
communication between the modules is made 
carefully. Some of the possible improvements that 
can be made are: Record more sounds in the sound 
database. More sounds can be recorded to have better 
performance and more vocabularies. Users can learn 
more words without much limitation.  Build more 
user friendly interfaces, such as a command to select 
different voices, for example, voice of a man and 
voice of a woman. As well as an interface, this will 

allow users to click on the Arabic words rather than 
typing them – applicable for users who do not have 
Arabic keyboard. Adding an animation character 
(Agent). An agent or mount utterance character can 
be included to attract user to continue using this 
software. Humans are more attracted to animated and 
attractive interfaces which can create interest and fun 
in learning. The characters are able to speak the input 
text, along with the output sound with mouth 
utterances and gestures. A new high quality Arabic 
speech synthesis technique has been introduced in 
this paper. The technique is based on the HMM-
based speech synthesis system. This was readily 
observed during the listening tests based on high 
quality and objective evaluation when comparing the 
original with the synthetic speech. 
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