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Abstract: Machine Learning (ML) implementations 

can be found in many domains for automation and 

just recently has become a reliable tool in the medical 

domain too. ML is envisioned as a tool by which 

computer-based systems can be integrated in the 

healthcare sector in order to get a better, faster and 

more efficient medical care. This empirical domain 

of automatic learning drives the creation of intelligent 

and automated applications that assists health care 

personals to undertake tasks such as medical decision 

support, medical imaging, protein-protein interaction, 

extraction of medical knowledge, and an overall 

patient management systems. This paper describes a 

Hybrid ML-based methodology that is fused with an 

SVM classifier in combination with Bag-of-Words 

Representation and NLP tasks for building an 

application that is capable of identifying and 

disseminating healthcare information. In its 

elementary form it extracts sentences from medical 

information sources such as published medical 

papers, patient case sheets that mention diseases and 

treatments, and identifies semantic relations that exist 

between the diseases and treatments. This 

fundamental approach obtains reliable outcomes that 

could be integrated in an application to be used in the 

medical care domain. An implementation of the 

proposed approach validates the claim. 

 

 

Index Terms: machine learning, natural language 

processing, classification algorithms, bag-of-words 

(BOW) representation. 

I. INTRODUCTION 

A growing body of recent work in information 

extraction has addressed the problem of relation 

extraction (RE), identifying relationships between 

entities stated in text, such as LivesIn(Person, 

Location) or Employed By(Person, Company). 

Supervised learning has been shown to be effective 

for RE (Zelenko et al., 2003; Culotta and Sorensen, 

2004; Bunescu and Mooney, 2006); however, 

annotating large corpora with examples of the 

relations to be extracted is expensive and tedious.  

Pervasive computing is the concept that incorporates 

computation in our working and living environment 

in such a way so that the interaction between human 

and computational devices such as mobile devices or 

computers becomes extremely natural and the user 

can get multiple types of data in a totally transparent 

manner. The potential for pervasive computing is 

evident in almost every aspect of our lives including 

the hospital, emergency and critical situations, 

industry, education, or the hostile battlefield. The use 

of this technology in the field of health and wellness 

is known as pervasive health care. Tools that can help 

us manage and better keep track of our health such as 

Google Health1 and Microsoft HealthVault2 are 

reasons and facts that make people more powerful 
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when it comes to healthcare knowledge and 

management. The traditional healthcare system is also 

becoming one that embraces the Internet and the 

electronic world. 

All research discoveries come and enter the repository at 

high rate (Hunter and Cohen making the process of 

identifying and disseminating reliable information a 

very difficult task. The work that we present in this 

paper is focused on two tasks: automatically identifying 

sentences published in medical abstracts (Medline) as 

containing or not information about diseases and 

treatments, and automatically identifying semantic 

relations that exist between diseases and treatments, as 

expressed in these texts. This paper describes a 

Machine Learning(ML)-based methodology for 

building an application that is capable of automated 

identification and dissemination of healthcare 

information. It extracts sentences from published 

medical papers that mention diseases and treatments, 

and identifies semantic relations that exist between 

diseases and treatments. Our evaluation results for 

these tasks show that the proposed methodology 

obtains reliable outcomes that could be integrated in 

an application to be used in the medical care domain. 

 

We envision the potential and value of the findings of 

our work as guidelines for the performance of a  

framework that is capable to find relevant information 

about diseases and treatments in a medical domain 

repository. The results that we obtained show that it is a 

realistic scenario to use NLP and ML techniques to 

build a tool, similar to an RSS feed, capable to identify 

and disseminate textual information related to diseases 

and treatments. Therefore, this study is aimed at  

designing and examining various representation 

techniques in combination with various learning 

methods to identify and extract biomedical relations 

from literature. 

 In this paper we also  describes a Hybrid 

ML-based methodology that is fused with an SVM 

classifier in combination with Bag-of-Words 

Representation and NLP tasks for building an 

application that is capable of identifying and 

disseminating healthcare information. In its 

elementary form it extracts sentences from medical 

information sources such as published medical 

papers, patient case sheets that mention diseases and 

treatments, and identifies semantic relations that exist 

between the diseases and treatments. This 

fundamental approach obtains reliable outcomes that 

could be integrated in an application to be used in the 

medical care domain. An implementation of the 

proposed approach validates the claim. 

II. RELATED WORK 

The tasks addressed in our research are information 

extraction and relation extraction. From the wealth of 

research in these domains, we are going to mention 

some representative works. The task of relation 

extraction or relation identification is previously tackled 

in the medical literature, but with a focus on biomedical 

tasks: sub cellular location (Craven, [4]), gene-disorder 

association (Ray and Craven, [23]), and diseases and 

drugs (Srinivasan and Rindflesch, [26]). Usually, the 

data sets used in biomedical specific tasks use short 

texts, often sentences. This is the case of the first two 

related works mentioned above. The tasks often entail 

identification of relations between entities that co-occur 

in the same sentence. The experimental settings are 

directed such that they are adapted to the domain of 

study (medical knowledge)  nd to  the type of data we 

deal with (short texts or sentences), allowing for the 

methods to bring improved performance. 

 

1412

International Journal of Engineering Research & Technology (IJERT)

Vol. 3 Issue 1, January - 2014

IJ
E
R
T

IJ
E
R
T

ISSN: 2278-0181

www.ijert.orgIJERTV3IS10420



 

Figure 1: Extraction protein interaction from 

scientific text. 

The abstracts are analyzed using the Abstract system. 

A new search may be done in Medline with the new 

set of synonymous protein routines.   

III. EXISTING SYSTEM 

a) Tasks and Data Sets 

The first task identifies and extracts informative 

sentences on diseases and treatments topics, while the 

second one performs a finer grained classification of 

these sentences according to the semantic relations that 

exists between diseases and treatments. The first task 

(task 1 or sentence selection) identifies sentences 

from Medline published abstracts that talk about 

diseases and treatments. The second task (task 2 or 

relation identification) has a deeper semantic dimension 

and it is focused on identifying disease-treatment 

relations in the sentences already selected as being 

informative (e.g., task 1 is applied first). 

 

 

 

 

b) Classification Algorithms and Data 

Representations 

 

The models should be reliable at identifying informative 

sentences and discriminating disease- treatment  emantic 

relations. The research experiments need to be guided 

such that high performance is obtained. The 

experimental settings are directed such that they are 

adapted to the domain of study (medical knowledge)  nd 

to  the type of data we deal with (short texts or 

sentences), allowing for the methods to bring improved 

performance. 

 

As classification algorithms, we use a set of six 

representative models: decision-based models (Decision 

trees), probabilistic models (Naı¨ve Bayes (NB) and 

Complement Naı¨ve Bayes (CNB), which is adapted for 

text with imbalanced class distribution), adaptive 

learning (Ada- Boost), a linear classifier (support vector 

machine (SVM) with polynomial kernel), and a 

classifier that always predicts the majority class in the 

training data (used as a baseline). We decided to use 

these classifiers because they are representative for the 

learning algorithms in the literature and were shown to 

work well on both short and long texts. Decision trees 

are decision-based models similar to the rule-based 

models that are used in handcrafted systems, and are 

suitable for short texts. Probabilistic models, especially 

the ones based on the Naı¨ve Bayes theory, are the state 

of the art in text classification and in almost any 

automatic text classification task. Adaptive learning 

algorithms are the ones that focus on hard-to-learn 

concepts, usually underrepresented in the data, a 

characteristic that appears in our short texts and 

imbalanced data sets. SVM-based models are 

acknowledged state-of-the-art classification techniques 

on text. 
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c) Bag-of-Words Representation 

 

The bag-of-words (BOW) representation is commonly  

used for text classification tasks. It is a representation in  

which features are chosen among the words that are 

present in the training data. Selection techniques are 

used in order to identify the most suitable words as 

features. After the feature space is identified, each 

training and test instance is mapped to this feature 

representation by giving values to each feature for a 

certain instance. Two most common feature value 

representations for BOW representation are: binary 

feature values 

 

 

 

 

 

 

Figure 2: Automatic medical case sheet 

classification 

We propose and discuss pros and cons of 

certain ML settings used these days such as NLP, 

classification algorithms, Bag-of-Words 

Representation, NLP and Biomedical Concepts 

Representation, Medical Concepts (UMLS) 

Representation. The potential value of this paper 

stands in using any one of the ML settings and 

developing an automated application that can 

understand and classify disease treatment 

classifications in shorter texts. 

 

IV. PROPOSED WORK 

 

Earlier approaches use the following classification 

algorithms. Decision trees are decision-based models 

similar to the rule-based models that are used in 

handcrafted systems, and are suitable for short texts. 

Probabilistic models, especially the ones based on the 

Naıve Bayes theory, are the state of the art in text 

classification and in almost any automatic text 

classification task. Adaptive learning algorithms are 

the ones that focus on hard-to-learn concepts, usually 

underrepresented in the data, a characteristic that 

appears in our short texts and imbalanced data sets. 

SVM-based models are acknowledged state-of-the-

art classification techniques on text. It is evident that 

SVM-based models are most recent and advanced 

classification techniques that are optimized to yield 

better performance irrespective to the voluminous of 

data required for training sets. SVM has following 

advantages. 

1. Prediction accuracy is generally high 

2. Robust, works when training examples 

contain errors 

3. Fast evaluation of the learned target 

function. 

The bag-of-words (BOW) representation is 

commonly used for text classification tasks. It is a 

representation in which features are chosen among 

the words that are present in the training data. 

Selection techniques are used in order to identify the 

most suitable words as features.NLP tasks that has 

sentence selection and relation identification We 

propose to implement a hybrid model that uses an 

SVM classification in combination with Bag-of-

Words Representation and NLP tasks. This 

combinatorial hybrid approach implements the best 

of all the three methods for effective disease 

treatment classifications in shorter texts at better time 

frames and performances of individual approaches. 
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V. PERFORMANCE ANALYSIS 

The most common used evaluation measures 

in the ML settings are: accuracy, precision, recall, 

and F-measure.  All these measures are computed 

form a confusion matrix (Kohavi and Provost that 

contains information about the actual classes, the true 

classes and the classes predicted by the classifier. The 

test set on which the models are evaluated contain the 

true classes and the evaluation tries to identify how 

many of the true classes were predicted by the model 

classifier. In the ML settings, special attention needs 

to be directed to the evaluation measures that are 

used. For data sets that are highly imbalanced (one 

class is overrepresented in comparison with another), 

standard evaluation measures like accuracy are not 

suitable. Because our data sets are imbalanced, we 

chose to report in addition to accuracy, the macro 

averaged F-measure. 

 

 

Fig 3: Accuracy and F-measure results when using 

BOW, NLP, and biomedical features, task 1. 

 

For all the other classifiers, an increase in results can be 

observed as well. The results obtained by only a BOW  

representation can be further improved when these 

features are combined with the noun-phrases, verb-

phrases, and biomedical concepts. This combinatorial 

hybrid approach implements the best of all the three 

methods for effective disease treatment 

classifications in shorter texts at better time frames 

and performances of individual approaches. By using 

our proposed technique we have to describe the 

efficient results with NLP and BOW classifiers. 

 

 

VI. CONCLUSION 

This paper describes a Machine Learning(ML)-based 

methodology for building an application that is 

capable of automated identification and 

dissemination of healthcare information. We propose 

and discuss pros and cons of certain ML settings used 

these days such as NLP, classification algorithms, 

Bag-of-Words Representation, NLP and Biomedical 

Concepts Representation, Medical Concepts (UMLS) 

Representation. The potential value of this paper 

stands in using any one of the ML settings and 

developing an automated application that can 

understand and classify disease treatment 

classifications in shorter texts. NLP tasks that has 

sentence selection and relation identification We 

propose to implement a hybrid model that uses an 

SVM classification in combination with Bag-of-

Words Representation and NLP tasks. This 

combinatorial hybrid approach implements the best 

of all the three methods for effective disease 

treatment classifications in shorter texts at better time 

frames and performances of individual approaches. 
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