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Abstract 
In this paper, an independentcomponent analysis 

(ICA)is proposed for image stabilization scheme. 

During capturing the image sequences using 

electronic products such as mobile phones and the 

cameras two independent motions occurs: 1 the 

hand jitter motion (high frequency motion) and the 

other is camera motion (ego motion). By using 

ICA, the information obtained from image 

sequence is deconvolve the hand jitter motion and 

the ego motion of the image sequence there by 

providing the stabilized image sequence. The 

simulation results show the deconvolution of two 

different motions, through simulations the 

performance of the proposed method is evaluated 

in providing the image stabilization.    

Index Terms— Motion estimation, Digital image 

stabilization (DIS), image sequence analysis, ego-

motiondetermination, independent component 

analysis (ICA) 

 

I. Introduction 
Over the past few years, there is a huge demand 

and interest in research field in image stabilization 

method which a usually used in digital imaging 

device. During capturing the image sequence or 

video, an unwanted motion occurs in the image 

sequence which is referred as jitter motion, so to 

remove the unwanted jitter motion image 

stabilization techniques are used. In many 

applications in image processing there is 

requirement of stabilized sequences for better 

performance.In an Intelligent transportation system 

integrated with the vision system utilizes the digital 

image stabilization for reducing the computational 

complexity in the algorithm [1-2]. DIS is used for 

improving the efficiency and the performance in 

the video communication system with high 

performance codec [3-4].  In medical images to 

remove the unwanted motion [5] proposed a 

stabilization scheme. For quality performance the 

[6-7] proposed a dedicated DIS scheme for video 
surveillance and the motion tracking 
applications. 
In order to extract an individual signal from a 
mixture of signal, a method called independent 
component analysis [8-9] is said to be used. In 
other words it split the signal into 

independentcomponents without any 
knowledge of the signal which is also said to 
be as blind source separation [10-11].  The 
physical process produces unrelated signal 
with a physically realistic assumption. . This 
assumption makes sure that the ICA can be 
applicable for various research fields. For 
analyzing and separating the speech signal in 
the application of electro encephalographic 
[8],[12], the ICA is proposed.For feature 
extraction and face recognition [14 -15] of 
images the ICA is proposed.  In the application 
of medical brain imaging [16-17], ICA is 
proposed. 
In this paper, independent component analysis 

(ICA) is proposed for image stabilization scheme. 

For an image sequence to evaluate, we first apply 

the local motion vectors (LMV’s) for calculating 

the motion in some regions by using the motion 

estimationalgorithm. By using the blind separation 

we evaluate the LMV’s of the image sequence into 

independent components so as to deconvolve the 

camera motion   from the unwanted sequence. . For 

deconvolution The ICA method is used.  By further 

processing, two signals are identified namely the 

high frequency motion and the ego motion from the 

independent signal. After resolving the 

identification of the ego signal and high frequency 

motions signals. The energy and right sign is 

assigned for the ego motion which helps in 

providing the stabilized image sequence. 

This paper is organized as follows. In Sections 
II illustrates about the digital image 
stabilization and in section III, wedescribed a 
briefly about the ICA. In Section IV,we 
illustrate the implementation of the proposed 
method. InSection V Simulation results and 
the performanceevaluation of the proposed 
stabilization method is presented. Finally, we 
provide conclusions  
 

II. Digital Image Stabilization (DIS) 
Stabilization of a video constitutes three 
stages namely local motion estimation, global 
motion estimation and the image 
compensation. In the first stage,with in a 
specific frame regions the LMVs are estimated 
which consist of unwanted and wanted 
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motions of the image sequence. In terms of 
accuracy and computation time, the LMV 
stage leads the entire stabilization process. 
And the second stage is global motion 
estimation where precise discrimination should 
be performed among the estimated LMVs. A 
global motion vector (GMV) is determined fro 
each local vector. This global motion vector 
can be moving object motion or an error vector 
caused due irregular condition of unwanted 
jotter motion, global motion and the moving 
object motion. 
Moreover the   estimated GMV’s should be 
further classified into unwanted high frequency 
GMV’s and the ego GMV’s [18]. By using the 
final stage which is nothing but image 
compensation which helps in eliminating the 
unwanted motion from the input image there 
by resulting a stabilized image as an output of 
the given input image sequence. 

 
III.Independent Component Analysis 

(ICA) 
ICA method is specifically meant for finding 
the components from the multidimensional 
data which means it helps in finding those 
components which are non-gaussian and 
statically independent.  
A. ICA Review 

The ICA model from [9] is given as  

𝑥𝑗 =  𝑎𝑗1𝑠1 + 𝑎𝑗2𝑠2+, … . , 𝑎𝑗𝑛 𝑠𝑛 (1) 

Where s represents the random vector whose 

elements are 𝑠1, 𝑠2 , … . , 𝑠𝑛 similarly, x represents the 

random vector with elements 𝑥1 , 𝑥2 , … . , 𝑥𝑛and the 

𝑎𝑖𝑗  represents the elements of the matrix A. The 

above mention mixing model can be written as  

 

x = As                                           (2) 

or as 

x =   ai𝑠𝑖
𝑛
𝑖=1  (3) 

 

Where 𝑎𝑖 represents the column of Amatrix.𝑠𝑖  
from the definition is said as statically 
independent. The ICA model illustrates how 
the observed data cane be obtained by the 
process of mixing the components of 𝑠𝑖 . The 
independent components can be determined 
directly so they said to be as latent variables. 
Moreover, assume that the mixing matrix is 
said to be unknown.  By using the random 
vector x, the vector s and the A matrix need to 
be estimated. 
ICA method is very similar to a method which 
is said to be as blind source separation. 
Where the source represents the original 
signal (IC signal) and the blind represents the 
knowing very little of the mixing matrix    
B. Restrictions in ICA 

In order to apply the ICA model for certain 

problems, based on the problem some assumptions 

and restrictions need to address. 

Primarily, The IC’s are said to be statically 

independent.  Suppose random variables 

𝑦1 , 𝑦2 , … , 𝑦𝑛 are said to be independent only 

when the value on 𝑦𝑖does not support to offer 

any kind of information on the value of 𝑦𝑗  

for 𝑖 ≠  𝑗.   
By using the probability density function (pdf) 
the independence can be defined. Let us 
represent the joint pdf of 𝑦𝑖by 𝑝(𝑦1 , 𝑦2 , … . , 𝑦𝑛 )  

and the marginal pdf of 𝑦𝑖  by 𝑝𝑖 𝑦𝑖 . then 𝑦𝑖  is 
said to independent only if joint pdf is 
factorable as given below eqn.(4) 

𝑝 𝑦1 , 𝑦2 , … . , 𝑦𝑛 = 𝑝1 𝑦1 , 𝑝2 𝑦2 , … . 𝑝𝑛 𝑦𝑛 (4) 
 
The second property that the ICs should have 
is non-Gaussian distribution. Usually in the 
ICA model the high order estimation is needed 
for the estimation. As it is impossible for the 
ICA model to perform if the observed variable 
are Gaussian distribution. Moreover it is 
unknown how the non gaussian distributions of 
ICs look like. The problem can be easy if the 
non gaussian distribution of IC’s is known.The 
gaussian has the maximum entropy for the 
pdf’s whose standard deviation value is fixed. 
Non Gaussian is measured by using 
negentropyapproximations. 
C. Ambiguities of ICA 

Some uncertainty or ambiguity is observed in the 

final mixed signal after applying the model. Some 

of the uncertainty is not important. Based on the 

application some ambiguity or uncertainty is 

required for post processing. The model with ICA 

extracts set of mixed signal components in an 

irregular order which is also said as permutation 

ambiguity or permutation uncertainty. 

 
Fig.1. Typical architecture of a DIS technique 

 
Fig.2. Proposed architecture of DIS by ICA 

 
Since the mixing matrix and the source signals 
are unknown so one can change the order 
terms in the eqn. (3) and can call any of the 
ICs as the first one. Since the new matrix is 
said to be unknown and is solved by using the 
ICA algorithm. 
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Moreover, upto the scaling factor the resultant 
energy of the ICs are identified. As the mixing 
matrix and the source signal is unknown, in 
any one of the source 𝑠𝑖 the scalar multiplier 
can be cancelled by same scalar of the related 
column 𝑎𝑖of the matrix A.The above fact leads 
to the ambiguity sign, without affecting the 
model one can multiply an IC by -1.  

 
 
 
IV. Proposed Algorithm 
 
Fig.3 shows the proposed model is compared with 

the cocktail party problem [13]. In the proposed 

approach, the micro phones are scattered around 

the room and this represents the different frame 

regions and recorded samples symbolize as LMV’s 

estimations in the selected frame regions.  

As shown in fig.2, in the proposedmethod first we 

apply the local motion estimation algorithm for 

estimating the LMV’s and then by using blind 

separation categorize the independent components 

to de-convolve the ego-motionfrom the unwanted 

signal. In the last stage, from the mixed signal 

based on ambiguities we find two unmixed signals 

such as high frequency motion and the ego motion. 

After the permutation ambiguity is determined 

suitable energyand sign is assigned to the ego-

motion vector which results in providing 

thestabilized image sequence.Where as in 

conventional DIS shown in Fig.1 in image 

compensation , the image compensation vector is 

obtained in which  high frequency image sequence 

still holds the ego motion in the image sequence 

due to which performance is low in comparison to 

the proposed method. 

 

 
Fig.3. Proposed model compared to the cocktail-

party problem. 

 

A. LMV Estimation 

As this step is very common in stabilization 
schemes any algorithm can be applied as 
shown in fig.1 and fig.2. For LMV estimation 
we apply algorithm proposed in [19]. This 
algorithm has combinational features such as 
both the compression and the stabilization, so 
the performance is very effective in terms of 
computational complexity and the accuracy.   

In an image, we chose two frame regions for 
deriving the LMV’s. The LMV is selected from 
a frame region which is not included 
foreground region moving in various directions 
from the global motion. Many algorithms have 
been proposed for the detectionof sub image 
which is included in foreground or not [20]. 
The best value of LMV’s are obtained by 
matching each frame with the reference image 
if that match perfectly i.e. It means that the 
sum of absolute differences is said to be 
minimum in the “quarter-pixel” motion 
estimation, which is shown in fig.4. 
From the block diagram of fig.2 we search for 
best motion estimation match points in a grid. 
And then later we still; search for the best 
matches in half sample and quarter sample for 
further improvement in the best matches. 
With the broad search for best matches one 
can provide enhanced motion compensation 
performance but comes with a cost of 
increased complexity. With the increase in the 
search step size the performance of the gain 
reduces. By increasing the step size from half 
sample to quarter sample there is further 
enhancement in the gain. 
 

 
 
Fig.4. Integer, half-pixel, and quarter-pixel motion 

estimation 

Dual pattern refinement and multiple 
predictors are used for avoiding trapped into 
the local minima in the aforementioned 
algorithms and also helps in further enhancing 
the speed of motion estimation  by applying 
early termination criteria. 
 
B. ICA of LMVs 

The following frames are time varying signal 

represented by𝑥𝑗 (𝑡). The linear mixture of the IC’s 

is represented by𝑠𝑖(𝑡) . The LMVs are estimated 

between the linear mixture of IC’s and the 

following frames of time varying signals. By 

removing the timing index  𝑡 .The LMV’s are 

estimated with the linear mixture of IC’s and the 

consecutive frame regions proper frame regions 

denoted by 𝑗  and the independent motion vectors 

represented by  𝑖 . For estimating the LMV’s we 

define the weighing factor for each motion 

represented by 𝑎𝑖𝑗 defined as the amplitude of the 

each independent motion vector 𝑠𝑖  with respect to 
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the related frame region. We interfere either the 

unwanted motion of high frequencies or ego 

motion, so i=2 is referred. So the resultant 

contribution of the mixture represented by𝑥𝑗 and 

each motion represented by 𝑠𝑖 from (1) can be 

rewritten as  
𝑥𝑗 =  𝑎𝑗1𝑠1 + 𝑎𝑗2𝑠2for all 𝑗                     (5) 

For  𝑗 = 2 frame regions, for different 

amplitude at each frame represented by 𝑎𝑖𝑗  

and the independent motion vector of each 
frame represented by  𝑠𝑖 .So the LMV at each 
frame region of eqn. (5) represented as eqn. 
(6) and (7).  

𝑥1 = 𝑎11𝑠1 + 𝑎12𝑠2 (6) 
𝑥2 = 𝑎21𝑠1 + 𝑎22𝑠2 (7) 

 
From the two independent motion vectors 𝑠𝑖  
along with its mixture𝑥𝑗  , results in contributing 

of weighting factors represented by  
𝑎11 , 𝑎21 , and𝑎12 , 𝑎22  . 
The ICA used, is based on the central limit 
theorem which supports the mixture of 
independence and the non gaussianity [9]. 
Let’s consider x=Aand a weight vector 
represented by w. the IC’s can be one defined 
as the linear product of x and w with a 
condition where any of the row of 𝐴−1 is a 𝑤𝑇  

𝑢 =  𝑤𝑇x =  𝑞𝑇s                                (8) 
Here 𝑢 represents the source vector of linear 
combinations. With the help of central limit 
theorem we try to improve the non-gaussianity 
of 𝑢 in terms of w, which helps in estimating 
the one of the IC’s in x. 
Firstly we calculate the first un-mixing vector w 
or first IC. And later by applying the learning 
rule, where after each iteration the previous 
estimated vector is kept orthogonal by using 
gramschmidt orthogonalization scheme 
proposed in [21]. Before applying ICA, This 
means that the data is pre-whitened.  
Kurtosis with fourth order is used for 
measuring the non gaussianity of a random 
variable.  With zero mean the kurtosis of the 
random variables given by the formula shown 
in eqn. (9) 

𝑘𝑢𝑟𝑡 𝑢 =  
𝜀{𝑢4}

(𝜀{𝑢2}2)
−  3                           (9) 

For the random variable 𝑢, the𝜀 𝑢2 and𝜀 𝑢4  
represents the second and the fourth moments 
of the 𝑢  variable.A simple principle of the 
kurtosis is, for non Gaussian variables the 
kurtosis is non zero where as for the Gaussian 
variables the kurtosis is zero. Suppose if the 
signal sub Gaussian then its value becomes 
negative and its values decreases where as if 
the signals said to be more super Gaussian 
then its said to be positive and its value 
increase in order. The following equation is 
obtained by multiply with positive squared 

variances of  𝜀 𝑢2 2 and is given as 

𝑘𝑢𝑟𝑡 𝑢 =  𝜀 𝑢4 − 3  𝜀 𝑢2 2 (10) 
The pre-whitening of the data information 
guarantees that the source signal are 
uncorrelated i.e. orthonormal with a unit 
variance and later by maximizing the kurtosis 

we find the find angle of wTx,which means that 
we are finding the angle of the most non 
Gaussian component. 
For maximizing the kurtosis we use Newton 
type algorithm proposed in [22]. By using 
Lagrange multipliers the following fixed point 
algorithm is derived. 

𝑤+ ← 𝜀  z  𝑤𝑇z 3 − 3w                      (11) 
The algorithm is illustrated briefly  

1) Firstly pre-whiten the data , i.e., 
𝐳 =  V 𝐱. 

2) Initiate with the random initial vector 
represented by  𝑤 = 1. 

3) Updating the 𝑤+ ← 𝜀  z  𝑤𝑇z 3 −
3w                      

4) Later normalizing the w+ ← w+  w+   
5) Repeat step 3 until it converges. 

As only two independent motion vectors are 
estimated there is no need to keep the new 
estimated component in orthogonal with the 
previous component. 
C. Processing of the Unmixed Signals 

In this section we focus on addressing the 
solution for sign, magnitude uncertainty or 
ambiguity and the permutation. 
Firstly, for the given two unmixed signals we 
try to recognize into unwanted motion and the 
ego motion.The unwanted motion is 
subjugated by higher frequencycomponents. 
And the ego motion is represented by the 
smooth trajectory. This certifies that the two 
unmixed signal into unwanted motion and the 
ego motion. By this the permutation 
uncertainty or ambiguity is solved. Now we 
need to address the magnitude uncertainties 
and the sign in order to map the sources in the 
observation space [23]. One can delete or 
eliminate ant scale deformation which is 
achieved by the unmixing matrix w by 
mapping the individual sources back on the 
space of the LMV regions. Since permutation 
ambiguity is performed in two source two 
output case. From the eqn. (6) and (7) we 
obtained the following analysis  

 
𝑥1

𝑥2
 =   

𝑎11 𝑎12

𝑎21 𝑎22
 ×  

𝑠1

𝑠2
 (12) 

The signal are represented by X𝑠1andX𝑠2 where as 

the𝑠1  and𝑠2  represents the signal in the observed 

frame regions. 

X𝑠1 =   
𝑎11

𝑎21
 𝑠1X𝑠2 =   

𝑎12

𝑎22
 𝑠2(13) 

As a result 
X =  X𝑠1 + X𝑠2(14) 

After finding the solution for the permutation 
problem and estimating the un-mixing matrix, 
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now we represent the w matrix as  (A ∧)−1 

where ∧ is a diagonal  matrix with scaling 
elements initiated from the algorithm and the 
resultant output  is separated and scaled and 
is given as  

 
𝑢1

𝑢2
 = wx = (A ∧)−1As =∧−1 s =   

𝑠1 𝜆1 

𝑠2 𝜆2 
    (15) 

As we now know the un-mixing matrix w,  by  
moving the separated signal to the frame 
regions  one can able to cancel or eliminate 
the faulty scaling, i.e. analytically we are 
calculating the 𝑋𝑠1 and 𝑋𝑠2 

𝑋𝑠1 =   
(𝑤−1)11

 𝑤−1 21

 𝑢1 

=   
𝑎11𝜆1

𝑎21𝜆1
 𝑠1 𝜆1 =   

𝑎11

𝑎21
 𝑠1 (16) 

𝑋𝑠2 =   
(𝑤−1)12

 𝑤−1 22

 𝑢2 

= 
𝑎12𝜆2

𝑎22𝜆2
 𝑠2 𝜆2 =   

𝑎12

𝑎22
 𝑠2         (17) 

In this way, by mapping the signals into the 
frame region domain we are able to preserve 
the unmixed signal and also by removing the 
sign and the magnitude. 
 

V.  Simulation Results and 
Evaluation 
Simulations have been carried out by using the 

proposed algorithm. For image stabilization 

architecture and evaluation procedures have been 

presented. We evaluate the performance of the two 

schemes. In this simulation part we considered the 

vertical displacements. One can consider the 

horizontal movements as the procedure is same for 

the vertical and the horizontal, displacements.  

In the simulation, a non stabilized image sequence 

is considered.  And then to this image sequence we 

use the application of ICA for de-convolving the 

unwanted motion and the ego motion from the non 

stabilized image sequence. From the sample image 

sequence a totalof 100is used a sequence and a 

frame region represented by the square in the 

corners of Fig.5 (a) and (b).  

 

 
(a) (b) 

Fig.5. Experimental results for vertical are 

displacement. (a) And (b) Sample frame and the 

regions used for obtaining the LMVs. 

These (a) and (b) are frame regions which are used 

for acquiring the LMV’s in the vertical 

components. The frame regions are of 8*8 pixels 

size. 

The obtained LMV’s are shown in fig.6 (a) and (b) 

for both frame regions. After evaluating the LMV’s 

then it is further processed by ICA for de-

convolution operation. 

 
(a) (b) 

Fig.6. Obtained LMVs (vertical component) for 

frame regions (a) frame region 1 and (b) frame 

region 2 of fig.5 (a) and (b)respectively. 

 

 
(a) (b) 

Fig.7.(a) and (b) De-convolved motion vectorsfor 

(a) motion vector 1 and (b) motion vector 2 

 

Fig. 7 (a) and (b) illustrates two unmixed signal de-

convolution operation is done by using blind 

separation. These two signals represent two 

independent motion vectors. At this stage one 

cannot differentiate the characterization of the 

unmixed signal due to uncertainties or ambiguities. 

So firstly we need to recognize them into unwanted 

motions and the ego motions. After recognizing the 

motions appropriate amplitude and sign need to be 

assigned.  

 

(a) (b) 

Fig.8. (a) and (b) final motions after processing 

 

After assigning the amplitude and the sign to the 

motions its is further processed, we obtain the final 

motion the fig.8(a) and (b) shows the final motions 

of the image sequence shows the compensated 

image sequence of  two frame regions in the 

vertical displacement. 
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VI. Conclusion 
In this paper, a new DIS scheme based onICA 
has been proposed.  From the image 
sequence the ICA uses the obtained 
information and de-convolvesinto unwanted 
motion and the ego-motion.  Based on the 
independence property the unwanted motion 
and the ego motion, the ICA helps in 
deconvoluting the motions. Simulation results 
shows that the ICA application for 
deconvoluting the two different motions is 
successful and also shows that the 
performance of the proposed scheme reveals 
better performance inimage stabilization.   
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