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Abstract—

 

This paper introduces an improvement to available 

background subtraction method to detect moving

 

object, based 

on adaptive background subtraction. First of all, a reliable 

background updating model based on statistical data

 

is 

established followed by a dynamic optimization threshold 

method to obtain a more complete moving object. This adaptive 

background model along with dynamic threshold gives better 

noise immunity. Next a morphological filtering helps solve the 

background disturbance problems

 

by eliminating the noise .

 

At 

last, the moving objects are accurately and reliably detected 

across different frames of input video. Both background 

subtraction model and adaptive background model were 

simulated using MATLAB and implemented on Xilinx Spartan-

III XC3S200 FPGA, with Microblaze processor using Xilinx 

EDK.The methods were compared

 

and the experiment results 

confirm

 

the accuracy of the proposed method in real-time 

scenarios.

  

Index Terms—Background modeling, background subtraction,

 

video segmentation, video surveillance, Image Processing.

 
 

I.

 

INTRODUCTION

 
 

Object tracking is the process of locating a moving object 

in time using a camera. The algorithm analyses the video 
frames and gives

 

the location of moving targets within the 

video frame. In video surveillance systems, background 
subtraction is considered the first processing stage where 

objects in a particular scene

 

is determined. It stands for a 

process which aims to separate foreground objects from a 
relatively stationary background. It should be processed in 

real time. Here pixel-by pixel difference 

 

between the current 

frame and the image of the background is found out

 

followed 
by an automatic threshold. This type of whole body tracking 

has many applications such as video surveillance, military 
reconnaissance, mobile robot navigation, collision avoidance, 

video compression, path planning, among others. Most of 

these applications demand low power consumption, compact 
and lightweight design, and high speed computation platform 

for processing image data in real time. So we need to 

implement the

 

algorithm on FPGA.

 
 

II.  ALGORITHM

 
 

Three ways for detecting motion in image sequences: (a) 
background subtraction, (b) temporal difference and (c) 
optical flow. The most used algorithm is the background 
subtraction, due to the fact that it is not a computationally 
expensive algorithm and also presents high performance.
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A.  Background Subtraction

 
 

The idea of 

 

background

 

subtraction is to subtract the

 

current frame

 

image from a reference image that models the 
background scene. Steps

 

of the algorithm include Background 
modeling, Threshold selection and Subtraction. Background 
modeling step gives

 

a reference image

 

which represent

 

the 
background. Threshold selection determines most appropriate 
threshold values to be used in the

 

subtraction operation for

 

a 
desired detection rate. Subtraction operation or pixel 
classification classifies the type of a given pixel,

 

i.e., the pixel 
is the part of  background or it is a moving object.

  

In the background training process, the reference 
background image and some parameters associated with 
normalization are computed over a number of static 
background frames. A statistical model of the background can 
be drawn on pixel-pixel basis.

  

d(x, y, t) =    1 if  |f(x, y, t)

 

− B(x, y)| > Td

  

0 otherwise

  

Mathematically, the background subtraction algorithm can 
be defined by (1) [1], where Td

 

is a predetermined threshold, 
f(x, y, t) is an image taken at time

 

t and

 

B(x, y) is the reference

 

image (or background). In the dynamic image analysis, all 
pixels in the motion image d(x, y, t) with value ―1‖ are 
considered as moving objects in the scene [1].

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1 Background Subtraction using

 

fixed background

 
 

So far, we have discussed about a fixed background which 
has many drawbacks. Objects that enter the scene and stop 
continue to be detected, making it difficult to detect new 
objects that pass in front of them. Also if B moves both the 
object and its negative ghost are detected. This method is
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highly sensitive to changing illumination and unimportant 
movement of the background.

 

principle components analysis Transform methods, such as 
watershed , Texture methods, such as texture filters .

 
 

B.  Adaptive Background Subtraction

 
 

For the background model can better adapt to light 
changes, the background needs to be updated in real time, so 
as to accurately extract the moving object. The update 
algorithm is as follows:

 
 

B(x, y, t) =α

 

f(x, y, t)

 

–

 

(1-α)B(x, y,t-1)

 

 

where α ϵ

 

(0,1)

 

is update coefficient, in this paper α = 0.5. 
f(x,y,t) is the pixel gray value in the current frame.

 

B(x,y,t) and

 

B(x,y,t-1) are respectively the background value of

 

the current

 

frame and the previous frame. As the camera is fixed, the 
background model can remain relatively stable in the long 
period of time. Using this method can effectively avoid the 
unexpected phenomenon of the Background, such as the 
sudden appearance of something in the background which is 

not included in the original background. Moreover by the 
update of pixel gray value of the background, the impact 
brought by light, weather and other changes in the external 
environment can be effectively adapted. In detection of the 

moving object, the pixels judged as belonging to the moving 
object maintain the original background gray values, not be 
updated.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2 Background Subtraction using adaptive background

 
 

C.  Segmentation

 

 

In computer vision, image segmentation is the process of 
partitioning a digital image into multiple segments .

 

The aiml 
of segmentation is to simplify and/or change the 
representation of an image into something that is more 
meaningful and easier to analyze

  

in images.

  

The result of image segmentation is a set of segments that 
collectively cover the entire image, or a set of contours 
extracted from the image (see edge detection). Each of the 
pixels in a region are similar with respect to some 
characteristic

 

or computed property, such as color, intensity, 
or texture. There are many different ways to perform image 
segmentation, including: Thresholding methods, such as 
Otsu„s method ,Clustering methods, such as K-means and

 

 

D. Simple and Dynamic Thresholding

 
 

After the background image B(x, y) is obtained, subtract 
the background Image B(x,y) from the current frame F (x, y). 
If the pixel difference is greater than the set threshold T , then 
it determines that the pixels appear in the moving object, 
otherwise, as the background pixels. The moving object can 
be detected after threshold operation. Its expression is as 
follows:

  

d(x, y, t) =

 

1 if |f(x, y, t) −

 

B(x, y)| > Td

 

0 otherwise

  

where d(x, y ,t)

 

is the binary image of differential results. T

 

is gray-scale threshold; its size determines the accuracy of 
object identification. As in the algorithm T

 

is a fixed value, 
only for an ideal situation, is not suitable for complex 

environment with lighting changes. In proposed dynamic 
threshold method, we dynamically change the threshold value 
according to the lighting changes of the two images obtained. 
This dynamic thresholding technique is clean, straightforward, 

easy to code, and produces the same output independently of 
how the image is processed. Instead of computing a running 
average of the last s pixels seen, we compute the average of an 
s x s window of pixels centered on each pixel. This is a better 
average for comparison since it considers neighboring pixels 

on all sides.

 
 

Procedure DynamicThreshold(in,out,w,h)

  

1:

 

for i = 0 to w

 

do 

  

2:

 

sum = 0 

  

3:

 

for j = 0 to h

 

do 

 

4:

 

sum= sum+in[i, j] 

  

5:

 

if i = 0

 

then 

  

6:

 

intImg[i, j]= sum 

  

7:

 

else 

  

8:

 

intImg[i, j] =intImg[i−1, j]+sum 

  

9:

 

end if 

 

10:

 

end for 

  

11:

 

end for 

  

12:

 

for i = 0 to w

 

do 

  

13:

 

for j = 0 to h

 

do 

  

14:

 

x1= i−s/2 {border checking is not shown} 

 

15:

 

x2= i+s/2 

  

16:

 

y1= j−s/2 

  

17:

 

y2= j+s/2 

  

18:

 

count= (x2−x1)×(y2−y1) 

  

19:sum=intImg[x2,y2]−intImg[x2,y1−1]−intImg[x1-
1,y2] +intImg[x1−1,y1−1]

 

20:

 

if (in[i, j]×count) ≤ (sum×(100−t)/100)

 

then 

 

21:

 

out[i, j] =0 

  

22:

 

else 

  

23:

 

out[i, j]= 255 

  

24:

 

end if 

  

25:

 

end for 

 

26:

 

end for 

 
 

Fig.3 Algorithm for dynamic thresholding
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The average computation is accomplished in linear time by 
using the integral image. We calculate the integral image in 
the first pass through the input image. In a second pass, we 
compute the s x s average using the integral image for each 
pixel in constant time and then perform the comparison. If the 
value of the current pixel is t percent less than this average 
then it is set to black, otherwise it is set to white.The 
pseudocode demonstrates our technique for input image in, 
output binary image out, image

 
width w and image height h.

 
 

III. SIMULATION RESULTS
 

 

This Visual Object Tracking system has been simulated using 
MATLAB 12.0 and both background subtraction using fixed 
and adaptive background were implemented on Spartan 3 
XC3S200 FPGA board, with Microblaze processor using 
Xilinx EDK.

 

It is easy to implement, uses low cost algorithm, gives extract 
shape of an object and has less noise sensitivity. There are 
certain disadvantages also. Objects that enter the scene and 
stop continue to be detected,

 

making it difficult to detect new 
objects that pass in front of them. Also if the background 
moves both the object and its negative ghost are detected. This 
model is sensitive to changing illumination and unimportant 
movement of the background

 
 

B.  Adaptive Background Model

 
 

In this method, the current image is “blended” into the 
background model with parameter α. α = 0 yields simple 
background subtraction, α = 1 yields frame differencing.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4 Main GUI showing
 
selected video frame

 
 

A.  Fixed Background Model
 

 

This background subtraction model using fixed background 
has many advantages.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Matlab

 

simulation results for fixed background a) current Frame 
b) Adaptive background c) Adaptive Background Subtracted image.

 
 

Background models are not constant; they change over time 
in adaptive background subtraction. So it is more responsive 
to changes in illumination and camera motion and has less 
Noise sensitivity. Ghosts left behind by objects that start 
motion, gradually fade into the background. We used only one 
global threshold Th. Th

 

is not a function of time t. Hence it 
will not give a good result if objects are moving fast or the 
frame rate is slow.

 
 

C.  Dynamic Threshold or Adaptive Threshold

 
 

For different regions in the image different threshold is 
used. The initial threshold value is set by considering the 
mean or median value.

 
 
 
 
 
 
 
 
 
 

Fig.5 Matlab simulation results for fixed background a) current Frame b) 
background c) Background Subtracted image

 

 
 
 
 
 
 
 
 
 

Fig.7 Matlab

 

simulation results for simple and dynamic threshold shown in 
binary and color image formats.
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Percentage of correct classification is used as the metric for 
comparison, and is defined as,

 

PCC=(TP+TN)/TPF

  

where

 

TP is true positive that represents the number of 
correctly detected foreground pixels and TN is true negative 
representing the number of correctly detected background 
pixels.TPF represents the total number of pixels in the frame 
and are measured from a predefined ground truth.

 
 
 
 
 
 

 
 

Fig. 9 Matlab analysis results for simple and dynamic threshold for sample 
video SV-1

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8 Matlab

 

comparison results for three sample videos SV-1,SV-2,SV-3 
showing a) Ground truth b) Simple threshold Image c) Dynamic Threshold 

image

 
 

IV. IMPLEMENTATION RESULTS

 
 

Both background subtraction model and adaptive 
background model were implemented on Xilinx Spartan-

 

III 
XC3S200 FPGA, with Microblaze processor using Xilinx 
EDK.

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9 VB interface for receiving data from FPGA and the received data is 
displayed as image

 

The pixels generated through the FPGA are viewed using 
VB. The recieved pixel values are displayed in a seperate text 
box after converting to hex . The interface can be established 
by appropriately setting the baud rate and COM port.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.10 FPGA output shown using VB interface for background subtracted 
image and threshold applied image.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.11 FPGA output shown using VB interface for a)background

 

subtracted 
Image and b) adaptive background subtracted image

 

 

TABLE I

 

DEVICE UTILIZATION SUMMARY FOR

 

SELECTED

 

DEVICE

 

: 3S200TQ144-4

 
 

Number of Slices:

 

1877 out of

 

1920

 

97%

 

Number of Slice Flip Flops:

 

2109 out of

 

3840

 

54%

 

Number of 4 input LUTs:

 

2991 out

 

of

 

3840

 

77%

 

Number used as logic:

 

2438

   

Number used as Shift registers:

 

297

   

Number used as RAMs:

 

256

   

Number of IOs:

 

62

    

Number of bonded IOBs:

 

62

 

out of

 

97

 

63%

 

IOB Flip Flops:

 

64

    

Number of BRAMs:

 

4  out of

 

12

 

33%

 

Number of MULT18X18s:

 

3 

 

out of

 

12

 

25%

 

Number of GCLKs:

 

4 out of

 

8

 

50%

 

Number of DCMs:

 

1 out of

 

4   25%
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Fig.12 Synthesized block diagram using Xilinx EDK

 
 

 

V. CONCLUSIONS

 

 

The Visual Object Tracking system was simulated in Xilinx 
and MATLAB and implemented in Spartan 3 FPGA. For 
implementation, Impulse C language was used and was 
converted to VHDL with help of Xilinx EDK. As a 
modification to the existing system, I have used adaptive 
background subtraction along with adaptive threshold 
algorithm. With this method, higher noise immunity was 
achieved. In addition, most of the disadvantages of existing 
system were overcome.

  

As the image itself will occupy large memory we are 
sending the background image and current frame first to 
SRAM and is used in further processing steps. When we 
compare the outputs obtained from Matlab and FPGA, we 
find the outputs obtained using the Spartan 3 kit is 
computationally efficient. The pixel values are scaled and the 
outputs are comparable to the

 

ones obtained using Matlab.

  

As for future enhancement, real time image capture and 
processing using Altera/higher boards and also storing of 
video in SRAM instead of image can make the full 
implementation on hardware possible with few extra 
processing steps on FPGA board.
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