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Abstract  
Nowadays web applications based on short text is 

increasing rapidly. Moreover, the classification 

algorithms which are applied to short text data are 

Support Vector Machines algorithm, k -Nearest 

Neighbors algorithm and Naive Bayes algorithm. 

kNN algorithm depends on the distance function and 

the value of k nearest neighbor. Traditional kNN 

algorithm can select best value of k using cross-

validation but there is unnecessary processing of the 

dataset for all possible values of k. Proposed kNN 

algorithm is an optimized form of traditional kNN by 

reduceing the time and space for evaluating the 

algorithm. Experiments are performed in developer 

version of weka 3.7.5.Comparison of proposed kNN 

algorithm is done with traditional kNN algorithm, 

Support vector machine and Naïve Bayes algorithm. 

The proposed algorithm is more promising than the 

traditional kNN algorithm as time taken to process and 

space used for cross-validation in classification are 

reduced. 

 

1. Introduction  
The increasingly important role played by short texts 

in the modern means of Web communication and 

publishing, such as Twitter messages, blogs, chat 

massages, book and movie summaries, forum, news 

feeds, and customer reviews, opens new application 

avenues for text min ing techniques but it also raises 

new scientific challenges. Although text classification 

and clustering are well established techniques, they are 

not successful in dealing with short and sparse data, 

because standard text similarity measures require 

substantial word co-occurrence or shared context.  

Text classificat ion is a learning task, where pre -

defined category labels are assigned to documents 

based on the likelihood suggested by a training set of 

labeled documents. Text categorization methods 

proposed in the literature are difficu lt to compare. 

Datasets used in the experiments are rarely same in 

different studies. Even when they are the same, 

different studies usually use different portions of the 

datasets or they split the datasets as training and test 

sets differently. Moreover, classifications will be 

performed using Support Vector Machines, k-Nearest 

Neighbors and Naive Bayes. For the analysis and 

comparison of different results, precision, recall and F-

measure are used.  

KNN is a typical example of lazy learning. Lazy  

learning simply stores training data at training time and 

delays its learning until classification time. In contrast, 

eager learning generates an explicit model at training 

time. k-NN algorithm classifies a test document based 

on it  k nearest neighbour. The training examples can 

be considered as vectors in a multid imensional feature 

space. The space is partitioned into regions by locations 

and labels of the training samples. A point in the space 

is assigned to a class in which most of the train ing 

points belong to that class within the k nearest training 

samples. Usually Euclidean distance or Cosine 

similarity is used. During the classification phase, the 

test sample (whose class needs to be identified) is also 

represented as a vector in the feature space. Distances 

or similarit ies from the test vector to all train ing vectors 

are computed and k nearest training samples is selected. 

There are a number o f ways to classify the test vector to 

a specific class. The classical k-NN algorithm 

determines the class with the majority voters from its k-

nearest neighbours [2].  

 

2. Scope of improvement in kNN 
Although kNN has been widely used for decades due to 

its simplicity, effect iveness, and robustness, it can be 

improved according to the application. Improvement 

can be done on following parameters.  

(1) Distance Function: The distance function for 

measuring the difference or similarity between two 

instances is the standard Euclidean distance. 

(2) Selection of Value K: The neighborhood size is 

artificially assigned as an input parameter.  

(3) Calculating Class Probability: The class 

probability estimation is based on a simple voting. 

 

3. Proposed kNN algorithm 
Distance function 
kNN algorithm depends on the distance function used 

for calculat ing the distance between input test object 

and objects in training set. To measure the distance of 

data in the kNN, the distance function is important The 

most commonly used function is the Euclidean distance 

function (Euclid), which measures two input vectors 

(one typically being from a stored instance, and the 
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other being an input vector to be classified). One 

weakness of the Euclidean distance function is that if 

one of the input attributes has a relatively large range, 

then it can overpower the other attributes. Therefore, 

distances are often normalized by divid ing the distance 

for each attribute by the range (i.e., maximum-

minimum) of that attribute. The cosine similarity is 

commonly used in text classification [15].  

In proposed algorithm cosine similarity function 

applied instead of Euclid ian distance but the results are 

found similar both distance functions.  

Cosine Similarity  

Given two vectors of attributes, A and B, the cosine 

similarity, θ, is represented using a dot 

product and magnitude as 

 
For text matching, the attribute vectors  A and B are 

usually the term frequency vectors of the documents. 

The cosine similarity can be seen as a method of 

normalizing document length during comparison. In the 

case of information retrieval, the cosine similarity of 

two documents will range from 0 to 1, since the term 

frequencies (tf-idf weights) cannot be negative. The 

angle between two term frequency vectors cannot be 

greater than 90°. 

Selection of value k 

    In the traditional kNN algorithm, the value of k is 

fixed beforehand. If k is too large, big classes will 

overwhelm s mall ones. On the other hand, if k is too 

small, the advantage of kNN algorithm, which  could 

make use of many experts, will not be exhibited. To 

find best value of k suitable to the data set 

traditional kNN algorithm uses cross -validation. 

The CROSSVALIDATION specifies settings for 

performing V-fold cross-validation to determine the 

“best” number of neighbors. 

  V-fold cross validation divides the data 

into V fo lds. Then, for a fixed k, it applies 

nearest neighbor analysis to make predict ions 

on the vth fold (using the other V−1 folds as 

the training sample) and evaluates the error. 

This process is successively applied to all 

possible choices of v. At the end of V folds, the 

computed errors are averaged. The above steps 

are repeated for various values of k. The value 

achieving the lowest average error is selected 

as the optimal value for k. 

  If multiple values of k are tied on the lowest 

average error, then the smallest k among those 

that are tied is selected.[17] 

Cross-validation process of traditional kNN algorithm 

works efficiently when number of instances is small in  

data set i.e. when size of data set is small but as the size 

of data set increases it takes larger time to cross -

validate for each value of k specified by user in terms 

of max value of k. 

Example A: for better understanding of cross -

validations in Tradit ional kNN: 

For some data set DS1: 

No. of attributes: 21 

No. of instances: 12000 

Maximum value of k: 10 

Best value of k: 5 

The cross-validation process will repeated for:  

  (Max k- 1) * No. of instances = (10-1)*12000=9 

*12000 = 108000 

This is large value and takes large time for 

processing. 

 To overcome problem of unnecessary iteration in 

cross-validation for finding best value of k new 

algorithm is proposed. 

 The CROSSVALIDATION in proposed kNN 

algorithm also specifies setting for performing V- fold  

cross-validation but for determining the “best” number 

of neighbors the process of cross -validation is not 

applied to all choice of v but stop when the best value 

is found. It is observed from the results of effect of 

value of k in kNN that before and after achieving best 

value of k accuracy of classification decreases. The 

cross-validation process starts from maximum value of 

k specified as input up to value of k = 1. 

  In proposed algorithm at each v-fold 

performance of the previous fold is compared if the 

performance is decreased at v-fold then value of k used 

in previous fold is selected as best value of k.  Newly  

proposed kNN algorithm will reduce the number of 

iterations for finding out the best value of k. due to 

decrease in number of iteration time and space needed 

to find best k is also decreased.  

Applying proposed kNN in Example A we get: 

The cross-validation process will repeated for:  

(Max k-1-best k) * No. of instances = (10-1-5)*12000 

= 4*12000 = 48000 

In proposed kNN algorithm the iteration of the loop for 

finding best value of k is reduced from 108000 to 

48000. 

4. Experimental results  
WEKA 3.7.5 is used for performing experiments. 

Proposed algorithm is coded using Java. Datasets are 

taken from http://kavita-ganesan.com/opinosis-opinion-

dataset  and  http://boston.lti.cs.cmu.edu/classes/95-

865/HW/HW 2/ 

P=precision, R=recall, F=F measure.  

 

Comparing kNN, Naïve Bayes and SVM for 

short text classification 
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Data set 1: Rev iew of notebook 

No. of attributes: 7 

No. of instances: 19 

Cross-validation: 10 fo lds 
Ca

teg

ory 

No 

k-NN Naïve Bayes SVM 

 P R F P R F P R F 

1 1 1 1 1 1 1 1 1 1 

2   0.5 1 0.66 0.55 1 0.71 0 0 0 

3 1 1 1 0.83 1 0.9 0.66 0.8 0.72 

4 1 1 1 1 0.75 0.85 1 0.75 0.85 

5 0 0 0 0 0 0 0 0 0 

Avg 0.68 0.79 0.72 0.66 0.75 0.68 0.51 0.5 0.50 

Table 1: Comparison in Data set 1 

Data set 2:  Rev iew of Swiss hotel 

No. of attributes: 6 

No. of instances: 18 

Cross-validation: 10 fo lds 
Ca

teg

ory 

No 

k-NN Naïve Bayes SVM 

 P R F P R F P R F 

1 0.8 0.8 0.8 0.75 0.6 0.66

7 

0.8 0.8 0.8 

2 1 1 1 1 1 1 1 1 1 

3 0.6 0.75 0.66 0.5 0.75 0.6 0.42

9 

0.75 0.54

5 
4 1 0.8 0.88 1 0.8 0.88

9 

1 0.4 0.57

1 
Av

g 

0.85 0.83 0.84 0.82 0.78 0.79 0.88 0.72 0.72 

Table 2 Comparison in Data set 2 

Data set 3: Auto 

No. of attributes: 21 

No. of instances: 12000 

Classifier: kNN 

Cross-validation: 10 fo lds 
Ca

teg

ory 

No 

k-NN Naïve Bayes SVM 

 P R F P R F P R F 

1 0.99 0.99 0.99 0.99 0.99 0.99 1 0.99 0.99 

2 0.99 0.99 0.99 0.99 1 0.99 0.99 1 0.99 

Av

g 

0.99 0.99 0.98 0.99 0.99 0.99 0.99 0.99 0.99 

Table 3 Comparison in Data set 3 

Data set 4: Ford 

No. of attributes: 11 

No. of instances: 6000 

Classifier: kNN 

Cross-validation: 10 fo lds 

 
Ca

teg

ory 

No 

k-NN Naïve Bayes SVM 

 P R F P R F P R F 

1 0.87 0.87 0.87 0.68 0.96 0.80 0.73 0.94 0.82 

2 0.87 0.87 0.87 0.93 0.56 0.70 0.92 0.65 0.76 

Av

g 

0.87 0.87 0.87 0.81 0.76 

764 

0.75 0.82 0.80 0.79 

 

Table 4 Comparison in Data set 4 

Average result of Data set -1                                    
           

 

 
Table 5 Average result of Data set 1 

 

Average result of Data set -2   

                            

 
 

            

Table 6 Average result of Data set 2 

 

Average result of Data set -3                            

 

 
  

Table 7 Average result of Data set 3 

 
Average result of Data set -4                     

 

 
 

Table 8 Average result of Data set 4 

                  

 

 

 

 

 Precision Recall F- measure  

 kNN 0.688 0.792 0.722 

Naïve Bayes 0.664 0.75 0.689 

SVM 0.514 0.5 0.503 

 Precision Recall F- measure  

 kNN 0.856 0.833 0.84 

Naïve Bayes 0.819 0.778 0.788 

SVM 0.817 0.722 0.724 

 Precision Recall F- measure  

 kNN 0.998 0.998 0.998 

Naïve Bayes 0.997 0.997 0.997 

SVM 0.995 0.995 0.995 

 Precision Recall F- measure  

kNN 0.878 0.878 0.877 

Naïve Bayes 0.814 0.764 0.754 

SVM 0.829 0.802 0.798 
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Figure 1 Copmarison between kNN, NB and SVM

Examining effect of k value in kNN  
Data set: 1 

Detail of data set: rev iew of iPod 

No. of attributes: 68 

No. of instances: 19 

Classifier: kNN   

Cross-validation: 10 fo lds 

 

 

 

 

 

 

 

 

 

Table 9 Effect of k value in Data set 1 

Data set: 2  

No. of attributes: 21 

No. of instances: 12000 

Classifier: kNN 

Cross-validation: 10 fo lds 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 10  Effect of k value in Data set 3 

Data set: 3  

No. of attributes: 21 

No. of instances: 6000 

Classifier: kNN 

Cross-validation: 10 fo ld 

 

 

 

 

 

 

 

 

 

 

Table 11 Effect of k value in Data set 3 

Data set: 4  

No. of attributes: 21 

No. of instances: 1382 

Classifier: kNN 

Cross-validation: 10 fo ld 

 

Selected value 

of k 

Correct ly 

classified 

instances 

1 63.16% 

3 84.21% 

5 78.94% 

8 73.68% 

Selected 

value of k 

Correct ly 

classified 

instances 

1 99.81% 

3 99.79% 

5 99.7% 

7 99.67% 

Selected 

value of k 

Correct ly 

classified 

instances 

1 87.33% 

3 88.78% 

5 89.23% 

7 89.41% 

9 89.3% 

11 89.09% 
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    Accuracy 

    Increases                                                                               

 

 

 

 

 

Best  k                       

 

Accuracy 

Decreases 

 

Table 12 Effect of k value in Data set 4 

 

Form the above tables it can be concluded that if value 

of k is appropriate to the data then increase in 

efficiency of the kNN will be noticeable. Here in data 

set -1 value of k=3 is best value of k which gives 

84.21% correctly classified instances. If value of k is 

less then or greater then best k value, it will affect the 

performance of kNN. 

Also from observations it is clear that accuracy 

increases up to the best value of k and then after 

accuracy starts to decrease. 

 

Comparison of traditional kNN and proposed 

kNN  
To find best value of k suitable to the data set 

traditional kNN algorithm uses cross-validation.  

The CROSSVALIDATION in proposed kNN 

algorithm also specifies setting for performing V- fold  

cross-validation but for determining the “best” number 

of neighbors the process of cross-validation is not 

applied to all choice of v but stop when the best value 

is found. It can be observed from the results of effect of 

value of k in kNN that before and after achieving best 

value of k accuracy of classification decreases. Newly  

proposed kNN algorithm will reduce the number of 

iterations for finding out the best value of k. Due to 

decrease in number of iteration time and space needed 

to find best k are also decreased.    

Data sets used to examine the effect of value of k are 

used in comparison of traditional and proposed 

algorithm. 

 

 

 

 

Data 

set 

Maxi

mum 

% of 

correct 

No. of 

iteratio

No. of 

iterati

Reduc

ed no. 

value 

of k 

classifi

cation 

 

n in 

traditio

nal 

kNN 

on in 

propos

ed 

kNN 

of 

iterati

on 

Data 

set - 1 
10 84.21 9 7 2 

Data 

set - 2 
10 99.81 9 9 0 

Data 

set - 3 
10 89.41 9 4 5 

Data 

set - 4 
20 70.47 19 4 15 

Table 13 Tradit ional kNN v/s Proposed kNN 

 

 
Figure 2 Traditional kNN v/s Proposed kNN 

 

5. Conclusion 
For short text classification kNN, Naïve Bayes and 

SVM algorithms can be used. From the results in 

section 4 it is concluded that kNN g ive better accuracy 

than other two algorithms. Also when kNN algorithm is 

used with attribute selection its accuracy for 

classification increases. kNN algorithm depends on the 

distance function and the value of k nearest neighbor, 

traditional kNN algorithm finds best value of k using 

cross-validation. But time and space used by it is larger 

due to unnecessary processing for each and every value 

of k from Maximum k to 1. In p roposed kNN algorithm 

the unnecessary processing of cross -validation is 

reduced due to which time and space used for 

classification is also reduced. Table 13 shows reduced 

number of iteration in p roposed algorithm. Proposed 

kNN is more promising than traditional kNN as larger 

dataset can be used for classification and time for 

evaluation and building model fo r large dataset is 

reduced. 
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