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Abstract

Word Sense Disambiguation problem is comes from 
NLP (Natural Language Processing); it is basically to 
select an appropriate sense of a word in the given 
context. This paper shows the word sense 
disambiguation improvement using MINION i.e. a 
constraint solver. In this paper the Word Sense 
Disambiguation problem is solved by collecting the 
aligned meaning of a Word with the help of MINION 
(A Tool) and then the RULES are formed using CLIPS 
language to get correct sense of a word.

Keyword: Word Sense Disambiguation (WSD),
CHAMPOLLION, MINION, C Language Integrated 
Production System (CLIPS), Natural Language 
Processing.

1.Introduction
Word sense disambiguation (WSD) is the ability to 
identify the correct sense of a words based on the 
context in a computational manner. Some words have 
multiple meanings; these types of words are called 
Polysemy. For example: word “Bank” can be a 
financial institute or to depend/trust. Sometimes two 
completely different words are spelled the same; these 
types of words are called Homonymy. For example: 
word “Can”, can be used as model verb: You can do it, 
or as container: She brought a can of soda. By forming
the WSD rules using CLIPS language with the help of 
MINION. So we can get the correct sense of the same 
kinds of words i.e. used in different meaning in
different context.
A word having more than one sense depending on their
context, which is Word Sense Disambiguation task to 
determine correct sense of a word in a given 
context[3]. Through Machine Translation a word
having different senses in source language gives
different translations in target language it means a 
word have multiple senses in the various contexts [6].
Word sense disambiguation will give the correct sense

of a word by the Machine Translation in the particular 
context. Word Sense Disambiguation used in the 
various applications such as Machine Translation and 
Information retrieval [7]. The usefulness of Word 
Sense Disambiguation in statistical based machine 
translation, which is more popular challenge now a 
day’s [8].
In Word Sense Disambiguation there are two 
approaches i.e. Deep approach and Shallow approach. 
Deep approaches always presume access to a 
comprehensive body of world knowledge but these 
approaches are not successful in practice because the 
body of world knowledge is not in a computer readable 
format. While, the Shallow approach do not understand 
the complete text, but only considering the surrounding 
text.
Aim of Word sense Disambiguation is to find the 
correct sense of a word in a given context in which the 
word exists. The repository sense can come from 
WordNet (Computation lexicon), Dictionary (Machine 
readable) and a thesaurus [9].  When an ambiguous 
word is pronounced the sense of that word is correctly 
understood by the humans according to the situation 
and the context of that sentence, but it is difficult for a 
machine to decide the correct sense of the word in a 
given context. So where the machine processes the 
natural language application the problem of an 
ambiguity will arise.  Consider an example take a word 
“bat” one sense is used: Bat hit the ball and another 
one is: Bat is a flying mammal [11]. Word Sense 
Disambiguation is described as an ‘AI-Complete’ 
problem it means first it solve the Artificial 
intelligence problems like encyclopedic knowledge and 
then sense word [14]. To identify the particular sense is 
a very difficult task for linguistics. The method used in 
word sense disambiguation is applied as to solve the 
problem of identifying the correct sense [15].
Word sense disambiguation facing the problem of a 
word having different senses and problem is, to find
what the correct sense is. There are different types of
dictionaries present, provide different sense on a given 
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word, which is mostly create a problematic situation to 
identify the correct sense. Other difficulties are part of 
speech tagging, inter-judge variance, discreteness of 
senses and common sense. The most obvious 
application of word sense disambiguation is machine 
translation. But WSD used in various other 
applications such as Information Retrieval, Web 
Semantic, knowledge mining and Bioinformatics.

2. Related Work
Giving an approach to improve WSD using topic 

features that consist of latent dirichlet allocation (LDA) 
algorithm on the data. This paper incorporated the 
features in the modification in Naive Bayes network 
like syntactic patterns, part of speech words, and single
word context. This modified method achieved 
improvement and also more accuracy over the simple 
Naive Bayes network. The contribution of this paper 
includes the improvement of word sense 
disambiguation through the LDA algorithm and by the
performance of Naive Bayes network in the WSD [3].
Giving an approach to improve WSD using Lexical 
Chaining that is mainly improving the accuracy of 
word sense disambiguation. In this paper a Linear –
Time Algorithm is used for lexical chaining that gives 
one sense per discourse. Lexical chaining is based on 
the semantically connecting related words to create a 
chain that represent the cohesion through the text. The 
algorithm consists of three steps firstly collect all 
representation of a text, disambiguate all the words and 
then finally build a lexical chain [4].
Giving an approach improving the Impact of 
Subjectivity on Word Sense Disambiguation on 
Contextual Opinion Analysis. It provides an integration 
of Subjectivity Word Sense Disambiguation (SWSD)
into the contextual opinion analysis for improve the 
performance. For SWSD the objective and subjective 
senses of a word is needed. In SWSD classifying the
data which is firstly train for each target word. So it 
means the SWSD system having mainly SWSD 
classifiers as with all the targeted words [5].
Giving an approach of relation structure to measure the 
relationship between words by using the WordNet. 
Through the relation structure the exact sense is 
achieved. Semantic processing is maintained by the
word sense disambiguation. In this paper algorithm is 
compared with the other algorithms and proofed that it 
gives the high precision [10]. 
Giving an approach of a research perspective of 
various methods of word sense disambiguation and 
their brief evaluation. The observation only stated that 
the word sense disambiguation is an open problem in
natural language processing. The comparisons of 

algorithm, hierarchical partitions and multilingual
senses are distinct accordingly [12].
Giving an approach of k-way clustering method in 
which some authors having the same name, so it leads 
difficulty in web document retrieval and in web search 
information. This thing is improved by the k-way 
clustering method [13].

3. Word Sense Disambiguation Methods
3.1 Dictionary and knowledge based method
Dictionary Based or Knowledge based method utilize 
the information from the explicit lexicon or knowledge 
base is to disambiguate a word. Lexicon is a machine 
readable dictionary, ontology or a thesaurus. LESK 
algorithm is the first algorithm that is developed by the 
researchers for the Word sense disambiguation task.
The LESK algorithm firstly introduced by the Michael 
E. Lesk [16]. LESK algorithm is based on the 
assumption of given neighborhood, which gives the 
common topics. A version of LESK algorithm is 
adapted from the WordNet [17], which means the word 
having different senses, in a dictionary and should 
count the amount of words that are neighborhood of 
disambiguated word. Finally the sense is chosen on the 
basis of highest count number. The Simplified LESK 
algorithm [18], in which each word is taken 
individually by locating the sense between the numbers 
of dictionary definitions according to a given context.

Merits: Provide a simple approach, which is easy to 
understand and do not need any trained data, Accuracy 
of the LESK algorithm is 50 to 70 percent i.e. purely 
depend on the word.

Demerits: Lesk Algorithm is more sensitive towards 
the word definition, if word is absent so the result 
changes rapidly. It is based on the dictionary so if
sometime dictionary do not provides the sufficient 
meaning to match with the fine-grained senses then it 
creates the problem.

Example - Let take a word “ash” and this word having 
many senses let take 3 senses.

Sense s1 – Remains of burned thing.

Sense s2 – Leafs of ash tree.

Sense s3 – wood of various ash trees that is used to 
make furniture.
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Sentences: 

1. This house was burnt completely while the 
fire brigade reached here.

2. This chair made up of ash wood.

The LESK algorithm scores are listed in Table 1.

Table 1

The above example shows how the LESK algorithm 
works it gives 50 to 70 percent accuracy on the 
disambiguated word. Three senses are assumed on the 
“ash” word and two sentences are taken of different 
context then score will evaluate by the LESK 
algorithm that is illustrated in Table 1.

3.2 Supervised Method
In supervised method the trained data is used to 
perform a machine learning tasks. The trained data is 
present in the form of training examples for the 
machine learning. Supervised algorithms produced the 
inferred function on the trained data, if the output 
comes in the discrete form so it is called classifier. If 
the output comes in the continuous form so it is called 
regression function. The various algorithms are
available in the wide range but none of the algorithm 
will overcome the problems of supervised learning. 
Most popular approach we discussed here that is Naive 
Bayes Approach.
Naive Bayes approach basically works on the trained 
data as it is the supervised learning method, which is 
assuming the features of independence. ArgmaxP 
means their senses over feature vector (senses|feature 
vector).

P(s) defines prior of the sense. P (vj|s) is the 
conditional probability of any particular feature; both 
are come from the corpus with the encoded features.

Merits: Simple approach with the trained data, the
accuracy of the approaches is 70 to 80 percent.

Demerits: Requires the trained data; Less applicable 
on the high dimensional data.

Example - Take a word “Line” test on the corpus of 
examples to check the accuracy of Naive Bayes 
Approach. The accuracy is achieved by the Naive 
approach is 73 percent correct.

3.3 Unsupervised Method
Unsupervised learning is trying to find out the hidden 
structure from the unlabeled data.  Unsupervised 
learning is the biggest challenge for the researchers, 
which do not, contains trained data. Various 
approaches are used to select an appropriate sense of a 
word in a given context. Unsupervised learning used 
the Clustering method to select an appropriate sense on 
the basis of similarity in the context. The similar type 
of data become cluster and other types of data becomes 
another cluster. Take an example of clustering in 
illustrated in Figure 1. The yellow points showing one 
type of cluster data, blue showing another type of data 
and red also showing different type of data.

Merits: Unsupervised Learning Do not required any 
trained data; similar senses are creating a group or 
cluster that is called homogenous data. 

Demerits: Unsupervised Learning algorithms 
sometime do not identify the correct patterns for a 
specific problem because unsupervised is an unguided 
method.

Figure 1

3.4 Semi-Supervised Method
Semi- supervised learning is an oldest approach of self-
training or self labeling [19], application examples are 
given by the Scudder (1965) [20]. The framework of 
semi-supervised learning transductive learning is 
introduced by the Vladimir Vapnik  (1970) [21].  A 
probability based semi-supervised learning i.e. 
Gaussian mixture was given by Ratsaby and Venkatesh 
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(1995) [22]. Semi-supervised learning methods 
between the supervised learning methods and 
unsupervised methods. It’s not totally depended on the 
labeled data i.e. trained data and also not depend on the 
unlabeled data i.e. untrained data. Semi
learning method needs annotated corpus. 
algorithms are available in the wide range but, most 
popular approach we discussed here that is 
Bootstrapping Approach.
Bootstrap basically a Semi- supervised learning 
approach to select an appropriate meaning of a 
disambiguate word sense in a particular context. In 
Bootstrapping Approach by taking a word and try to 
co-occur with the target word in the given sense then 
get the target word through the corpus and finally 
assume the target tag in the correct sense.

Merits: Eliminates the need of large tr
Sense of the word is more clearly define with high 
accuracy.

Demerits: It is a repetitive process so the training 
corpus grows and the untagged instances are reduced,
it requires trained data when it works on the labeled 
data.

Example - Take a word “bass” it’s a musical 
instrument in one sense and in another sense it is a type 
of fish. Let assume “Play” (i.e. sense 1) in the sense of 
music and “fish” (i.e. sense 2) comes in the sense of 
fish. So the small number instances are labeled in 
sense 1 and in the sense 2. These labeled are used to 
extract a large number of labeled instances. The
result shown in Figure 2.

Figure 2

ervised learning methods lies
between the supervised learning methods and 
unsupervised methods. It’s not totally depended on the 
labeled data i.e. trained data and also not depend on the 
unlabeled data i.e. untrained data. Semi-supervised 
learning method needs annotated corpus. The various 
algorithms are available in the wide range but, most 
popular approach we discussed here that is 
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approach to select an appropriate meaning of a 
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occur with the target word in the given sense then 
get the target word through the corpus and finally 
assume the target tag in the correct sense.

Eliminates the need of large trained data, 
Sense of the word is more clearly define with high 

It is a repetitive process so the training 
corpus grows and the untagged instances are reduced,
it requires trained data when it works on the labeled 

Take a word “bass” it’s a musical 
instrument in one sense and in another sense it is a type 
of fish. Let assume “Play” (i.e. sense 1) in the sense of 
music and “fish” (i.e. sense 2) comes in the sense of 
fish. So the small number instances are labeled in the 
sense 1 and in the sense 2. These labeled are used to 
extract a large number of labeled instances. The bass

4. Our Contribution
Improvement of word sense disambiguation already 
being done by various methods like LESK Algorithm. 
We are giving another approach to improve the WSD 
using MINION by getting alignment of 
Hindi sentences from Champollion
to word alignment is done by the MINION tool so a 
English word is aligned to a Hindi 
correct meaning of a word and then by
rules in the CLIPS language on those words
correct sense of a particular word
focused only on the sense of data set.

CHAMPOLLION 
CHAMPOLLION tool is a parallel text Aligner 
is freely available for the public [1]. 
works on the noisy parallel text; it gives higher weights 
to the words those are less translated word
Champollion tool can easily ported on any language.
Initially it was developed for aligning Chinese
English parallel text and later in pairs
to English and Hindi to English. Parall
very essential role in Statistical Machine Translation 
(SMT) which includes machine translation, wo
disambiguation and Information Retrieval. 
Champollion tool is different from the other aligner 
tools; it is sentence based parallel text aligner [23].

MINION
Minion is a solver for constraint satisfac
Constraints are the powerful and natural means of 
knowledge representation and inference in many areas 
of industry and academia. Constraint solving of a 
combinatorial problem proceeds in two phases. 
the problem is modeled into the set of decision 
variables, and then the constraints 
set of variables that a solution must satisfy. A decision 
variable represents a choice that 
order to solve the problem. The domain 
values associated with each decision variable 
corresponds the options for that choice. 
Open Source Software, which is licensed
General Public License Version 
maintained by a Source Forge [2].

CLIPS
CLIPS is abbreviated as C Language 
Production System and it is a 
system tool which provides a complete environment 
for the construction of rule and/or object based expert 
systems. CLIPS is now widely used in fields of 
academia, government and industries

Improvement of word sense disambiguation already 
methods like LESK Algorithm. 
approach to improve the WSD 

alignment of English to 
hampollion tool. Now the word 

to word alignment is done by the MINION tool so a 
a Hindi word which give the 

of a word and then by writing the 
in the CLIPS language on those words to get the 

word. Area of this paper 
of data set.

is a parallel text Aligner , which 
for the public [1]. Champollion tool

text; it gives higher weights 
less translated words. 

easily ported on any language.
developed for aligning Chinese to 

pairs, including Arabic 
Parallel text plays a 

in Statistical Machine Translation 
translation, word sense 

Information Retrieval. 
is different from the other aligner 

it is sentence based parallel text aligner [23].

Minion is a solver for constraint satisfaction problems. 
powerful and natural means of 

knowledge representation and inference in many areas 
of industry and academia. Constraint solving of a 
combinatorial problem proceeds in two phases. Firstly, 

into the set of decision 
constraints are applied on those 

variables that a solution must satisfy. A decision 
variable represents a choice that it must be made in 
order to solve the problem. The domain potential 
values associated with each decision variable 

the options for that choice. Minion is 
licensed under GNU

General Public License Version 2. Minion is 

abbreviated as C Language Integrated 
it is a delivery expert

tool which provides a complete environment 
for the construction of rule and/or object based expert 

now widely used in fields of 
industries. 

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 3, March - 2013
ISSN: 2278-0181

4www.ijert.org

IJ
E
R
T

IJ
E
R
T



CLIPS support only forward-chaining rules. The OOP 
capabilities of CLIPS are referred to as CLIPS Object-
Oriented Language (COOL). The procedural language 
capabilities of CLIPS are similar to languages such as 
C, Ada, Pascal, and Lisp. Facts consist of Relation
name (symbolic field) and Zero or more slots with 
associated values.

Figure 3

Figure 3 shows the two input file i.e. English PDF and 
Hindi PDF for the sentence alignment using 
Champollion tool. Then the output comes in the form 
of ENGLISH TEXT and HINDI TEXT files. Now 
these two files i.e. a parallel corpora and it is treated as 
input in MINION tool.  Minion is a constraint solver 
that receives the inputs and applies constraints on them 
to find the appropriate meaning and solve them
accordingly. Basically Minion gives Alignment of 
English word to Hindi word which is the correct
meaning of those Words. Then correct sense of the 
word is achieved on the basis of its Occurrence 
(number of senses) and categories (Noun, Verb, 
Adjective etc.). First the meaning is decided with 
respect to the given context then the count is calculated 
on that particular meaning. The meaning which consist 
the highest count value on that sense of a word then
rule is formed using CLIPS language. Finally the 
correct sense of the particular word is achieved. Some 
examples are given below:

Example 1- A word “top” having different meaning in 
the different context. 

Sentence 1 - You were on top priority.
Sense: top refers to .

Sentence 2 - The Movement of axis is top around the 
vertical is called procession.

Sense: top refers to 

Example 2- Another word “matter” having different 
meaning in the different context. 
Sentence 1 – Matter is considered to be a substance 
that has rest mass and volume.

Sense: Matter  refers to 

Sentence 2 – Why it matter to you if you do not care 
about it?
Sense: Matter refers to 

Both sentences having different meaning in different 
context, so by writing the Rules on the word “top” and 
“Matter” which contains all the different senses in 
which only one meaning gives the correct sense to it. 
Firstly we sense the correct meaning of the word and 
then on the basis of its occurrence (number of senses) 
and categories (Noun, Verb, Adjective etc.), we form 
the rule using CLIPS language. Rules are providing the 
Hybrid approach which uses the mixture of trained and 
untrained data. In this approach WSD rules covers all 
the sense in a broader perspective. These are error free 
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but gathering the data collection is a time consuming 
task. Rules provide the correct sense accordingly and 
the purpose of WSD is solved.

5. Conclusion
We conclude that our approach is to improve the word 
sense disambiguation through Minion is simple and 
provide correct sense of word in a given context. We 
are using CHAMPOLLION and MINION tools to get 
the correct sense on a particular word. Through WSD
rules, the correct sense is disambiguated. This paper is 
helpful for the beginners to get an idea about the word 
sense disambiguation approaches, their merits and 
demerits. The future work is to improve the efficiency 
of this proposed work.
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