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Abstract - An effective reservoir inflow forecasting enables the 

reservoir operators to get the accurate information for decision 

making in planning, operating and measuring effective 

management of the reservoirs. The prime aim of this study is 

used to develop the best ANN model using historical data to 

predict a real Halele Warebessa reservoir inflow, one day ahead 

and one month ahead based on different techniques of Neural 

Network. The best input scenario employs the current areal 

rainfall (Rt), anterior rainfalls Rt-1, Rt-2 and anteceded inflows 

Qt-2, Qt-1. A total of twenty years historical data (1989-2008) of 

daily and monthly areal rainfall and inflow of the catchment is 

used for Halele and Warebessa reservoir respectively to train 

and validate networks. Three types of Neural Network 

Architectures i.e. Multilayer Perceptron (MLP), Radial Basis 

Function (RBF) and General Feed Forward (GFF) are employed 

in study. The number of hidden neurons and Epochs is fixed by 

trial and error till there is no further improvement on the 

desired output. The optimum Artificial Neural Network with 5 

inputs, 2 neurons in hidden layer and one output is selected. To 

evaluate the accuracy of the proposed model, the RMSE, MAE, 

R2 and NSE are employed and the value proves that MLP is a 

superior model to GFF and RBF. Finally, MLP network is 

trained and conveyed to determine inflow to reservoir 

prediction at R2 = 0.99 and 0.79, NSE = 0.98 and 0.96, RMSE = 

0.0033 and 0.267, for calibration and R2= 0.99 and 0.79, NSE= 

0.82 and 0.73, RMSE=0.0018 and 4160.9, MAE = 0.0319 and 

34.93 validation respectively for Halele and Warebessa by using 

data subjected to early stopping approach. The overall results 

reveal that Multilayer perceptron is demonstrating good result 

for both daily and monthly reservoir inflow predicting of Halele 

and Warebessa respectively. 

 
Keywords— Artificial Neural Network, Inflow prediction, 

Reservoir inflow, Halele and Warebessa  

I. INTRODUCTION 

   Water management activities, particularly hydropower, play 

a great role in the development by enhancing the positive 

contribution of water and controlling its negative impacts 

(Xie, 2001). The identification of suitable models for 

forecasting daily inflows to hydropower reservoirs is an 

essential pre-requisite for the effective reservoir management 

and scheduling (Jorge et al.2012). And, the need for 

intelligent and efficient water resource management has 

become more urgent than ever (Jain et al. 1999). One of the 

main difficulties in real-life reservoir management is the lack 

of accurate prediction of reservoir inflow and future water 

demand (Fourcade and Quentin , 1994). According to 

Shentsis and Ben-zvi (1999) real-time forecasting of reservoir 

inflow volume is a very essential tool for reservoir 

management, however, an accurate and reliable inflow 

forecast is usually difficult to obtain, particularly for a long 

lead time (Varawoot Vudhivanich, 2006). 

 othermal, wind energy and fuel energy can be developed and used in the country, it has been recognized that economic progress of the country 

will depend principally on development of its hydropower 

resources (EEPCO, 2000). In addition to this, the future plan 

of Ethiopia also includes, exporting energy to neighboring 

countries. So as to fulfill this, more hydropower plants are 

expected to be developed. Whether it is an existing or newly 

proposed water reservoir for multipurpose or single purpose 

hydropower plant, an optimal operation of reservoir plays an 

important role in efficient water resources utilization. In 

practice, the reservoir net inflow is computed based upon the 

application of the water balance equation to the reservoir 

system; this makes the direct and reliable measurement of 

this variable difficult. 
     There are many models which have been adopted and 

applied to perform reservoir forecasting models for 

hydrological systems. Namely exponential smoothing models 

(Mentzer and Cox, 1984), Autoregressive-moving average 

(ARMA) models (Maier and Dandy, 1996), linear regression 

models and neural approaches(Pulido-Calvo et al., 2007), 

combined feed forward CNN, fuzzy logic and genetic 

algorithm (Pulido-Calvo and Gutierrez-Estrada, 2009)  and 

Artificial Neural Networks (ANN). The ANN models used in 

reservoir inflow predicting includes, Artificial Neural 

Networks (ANNs), genetic algorithms, fuzzy theory ( Yu and 

Yang, 2000; Nayak et al., 2004), and chaos theory 

(Abarbanel, 1996). ANN (Zealand et al., 1999; Coulibaly et 

al.,2000; Sajikumar and Thandaveswara, 1999; Imrie et al., 

2000; Tokar and Johnson, 1999; Campolo et al., 2003; Kişi, 

2007) is among the popular ones. Different end-user 

objectives will lead to different requirements on the 

performance of flow forecasting.  

  This study focuses on, the applicability of ANN to predict 

inflow to Halele Warebessa reservoir one day a head and one 

month ahead respectively by using historical data of areal 

rainfall and observed inflow of the catchment is investigated. 

Among the ANN built the Multilayer perceptron (MLP), 

General Feed Forward (GFF) and Radial Basis Function 

(RBF) are adopted in this study and their performance are 
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compared to each other. Therefore, the required model 

performance is determined by simulating the benefits (in 

terms of electricity generated) obtained from the forecasting 

with varying lead times and accuracies. Synthesized flow 

forecasting series served as input into an optimization model 

to simulate the benefits. 

     Artificial neural networks (ANN) are a new and promising 

computing technique in the area of artificial intelligence (Jain 

et al., 1999). They are capable of recognizing hidden patterns 

in the data and have no requirement of understanding of 

hydrologic processes. Additional advantages of ANNs 

include data error tolerance, lack of any exogenous input and 

high adaptability (Thirumalaiah and Deo, 2000). All these 

features make ANNs suitable for reservoir inflow prediction 

for Halele Warebessa reservoir. Further, many previous 

studies of reservoir inflow were carried out of a monthly 

scale but very few have been done on a daily scale. Daily 

inflow prediction is necessary for real-time operation of 

reservoirs systems because it allows reservoir managers to 

adjust operation policy based on a finer scale. Hence, the 

strategic management of reservoir system calls for real-time 

daily reservoir inflow forecasting. Such important work has 

not been done for Halele Warebessa reservoirs, therefore, this 

study attempts to integrate reservoir inflow forecasting with 

optimum reservoir operation planning system.  

Research questions are: 

1. Can the reliability of hydropower generation be 

improved by considering the inflow predicted? 

2. Would the Artificial Neural network model show good 

correlation in inflow prediction with historically 

observed? 

The objectives were: 

The prime objective of this study is to predict inflow into the 

reservoirs and develop a methodology to apply inflow 

forecasting models 
Specific objectives: 

1. To generate inflow time series through prediction, that 

could be used for developing the optimal rules/policies  

2. To develop models using historical inflow data, area 

rainfall data and combination of these two data to 

predict reservoir inflow one day ahead and one month 

ahead 

3. Compare the adopted models in order to determine the 

best models in terms of forecasting accuracy, efficiency 

of model development and adaptability for future 

predictions. 

 

 

 

 

 

 

A. Significance of the study 

 As inflow is a stochastic variable, it leads to a high degree of 

uncertainty concerning future hydropower production 

capacity; hence the optimum operation of a hydropower 

system can be greatly improved if reliable inflow predicting 

and optimal reservoir operation policy can be available. 

Inflow forecasting of Halele Warebessa reservoir will 

therefore enable to give the optimum benefit of power 

production for poorly regulated systems. 

 

Study Area 

 The Omo-Gibe River Basin covers an area of about 

79,000km2 and is situated in the south-west of Ethiopia, 

between 4°00’N & 9°22’N latitude and between 34°44’E & 

38°24’E longitude. Halele and Warebessa is one of the Omo 

Ghibe sub-basin which covers draining area of about 

6126Km2 and 566 km2 respectively and its UTM coordinates 

are 8017’ N and 3702’ E on upper Ghibe river. Annual 

average rainfall varies over the project catchment from a 

maximum approaching 1800 mm in the south to around 1200 

mm in the north.  75 to 80% of the annual rainfall occurs 

between May to September (EEPCO, 2000) which refers 

‘Kiremt’ season. 

To determine the overall discharge at Halele Warebessa dam 

site, streamflow data is transferred from Ghibe near Baco and 

Tunjo confluence to Halele and Warebessa respectively by 

using the area ratio methods. The recommended guide lines 

for area ratio method to assess the available dependable flow 

for the potential assessment purpose (Douglas et al.2005):  

   ------(Error! No 

text of specified style in document.-1) 

    Where: Qungauged = discharge at site of interest 

        Aungauged = drainage area at the site of interest 

         Agauged = drainage area at the gauging site 

                n- Varies between 0.6 and 1.2 

If the Aungauged is within 20% of the Agauged 

(  then n =1 to be used, the estimate 

discharge at the site will be within 10 % of the actual 

discharge (Awlabachew, 2000). Before using the Area ratio 

method its accuracy was tested using the instantaneous 

discharge data at station with Legasama which are both 

flowing to the Ghibe River on the same stream line and their 

correlation is shown in Figure 4. The drainage area at the 

Halele Dam site (Aungauged = 2977.84 Km2) is 2.001 time 

that of the Ghibe near Baco station (A gauged 1488.24Km2). 

However, in this particular study exponent for the drainage-

area ratio method of 0.75 is used after testing that the 

accuracy of the area ratio method with simple linear 

regression and the flow series at Ghibe near Baco is 

transferred to dam site and used for inflow forecasting to the 

reservoir using equation 4.2.  
  ………… 

(Error! No text of specified style in document.-2) 
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Figure 1 Locations of Halele Warebessa Sub-basin 

MATERIALS AND METHODS 

Hydrological Data 

      Observed hydrological data series of three gauging 

stations; Ghibe near Baco, and Legasama near Tebe, gauge 

stations are available in the Halele basin, Whereas Tunjo 

River station is located at the Warebessa Basin, as Legasama 

is only with 11 years’ data and hence not used for analysis, 

but used to fill missed data in Ghibe near Baco station. 

Therefore, two gauging stations- Ghibe near Baco and Tunjo 

near the confluence have been used for this study. 
 

Rainfall Data 

The precipitation data used in this study are obtained from 5 

meteorological stations are shown in (Figure 2.5) and it is 

daily resolutions with period of (1989 -2008) years.  

 
Analysis of Rainfall data 

   In order to select the representative rainfall stations for the 

analysis of areal precipitation on the reservoir at the dam site 

of Halele Warebessa and filling of rainfall data, the following 

tests have been carried out: - Rough screening of data, 

Plotting the data, test for Outlier, test for Absence of trend, 

the F-Test for Stability of Variance, the t-Test for Stability of 

Mean and the double mass curve. 
 

Hydrological parameters selection for Models 

    Hydrological parameters are primarily used for 

hydrological prediction and for understanding hydrological 

processes. Since in and around Halele Warebessa basin, most 

metrological stations covering wide range of topographical 

variations are only temperature and rainfall are available 

records, areal rainfall and flow are identified as suitable 

predictor for this study using Neuron solution version 6.0. 

  
Qt+x = f (Qt-n, Rt-n)

 

In which Qt+x is future flow (at x times steps in the future), 

Qt-n is antecedent flow (at t, t-1, t-2, t-n time steps), Rt-n is 

antecedent areal rain fall (at t, t-2, t-n time steps). When using 

upstream station information as inputs to the Neural Network 

model, the average travel time is used to lag the inputs.

 

To 

investigate the worth of forecasting also, a lead time needs to 

be considered, time of concentration for the catchment 

draining to the project site is used to estimate the feasible 

lead time using Kirpich’s modified formula.

 

          Tc = 0.02L0.8 S-0.4…………… (Error! No text of 

specified style in document.-3)

 

Where, Tc= time of concentration in minute, L = length of 

the catchment along the longest river channel in meter, S = is 

the overall catchment slope

 

To calculate the time concentration of Halele and Warebessa 

reservoirs, the longest flow line and its slope has been 

calculated using HECGeoHMS with help of Arc GIS 9.3 and 

as a result forecast lead time is suitably identified.

 

 

Neural Network Model

 

    Artificial neural network (ANN) is highly distributed 

interconnections of adaptive nonlinear processing elements 

(PEs). When implemented in digital hardware, the PE is a 

simple sum of products followed by a non-linearity

 

(Regulwar, 2011). An artificial neural

 

network is nothing but 

a collection of interconnected PEs. Artificial neural networks 

are biologically inspired; that is the development of ANNs is 

inspired by a desire to understand the human brain and 

emulate its functioning. The idea of artificial neural network 

was proposed by Mc. Cullock and Pitts in 1943.

 

ANNs have 

a highly interconnected structure and consist of large number 

of simple processing elements called neurons, which are 

arranged in different layers in the network: input layer, output 

layer

 

and one or more hidden middle layers.
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Figure 2 Three-layer Artificial Neural Network used for flow prediction 

     The nodes receive input either from the initial inputs or 

from the interconnections. Error back propagation involves 

two phases: a feed forward phase in which the external input 

information at the input nodes are propagated forward to 

compute the output information signal at the output unit, and 

a backward phase in which modifications to the connection 

strengths are made based on the differences between the 

computed and observed information signals at the output 

units. The main objective of the back propagation training is 

to adjust the weights of the network to minimize the sum of 

squared errors of the network, which approximates the model 

outputs to the target values. An optimal ANN structure might 

be considered as the one that yields a minimum model error, 

while retaining a simple and compact structure (Vemuri and 

Rogers, 1994). A trial and error procedure is often used to 

determine an optimal ANN architecture (Maier and Dandy, 

1996).  

 
Figure 3 Procedures for development of ANN models 

      Training of the neural network is accomplished by 

providing inputs to the model, computing the output, and 

adjusting the interconnection weights until the desired output 

is reached within the smallest model error. There are 

supervised and unsupervised training in which supervised 

training both inputs and output are provided, while in 

unsupervised training, the network is provided inputs only. In 

our case supervised learning or training was used. validation 

is carried out to understand how a network is able to respond 

to training set and to a new set to which the network has not 

found. The performance of a network is usually evaluated by 

some parameters, such as, RMSE (Root Mean Square Error); 

R (Correlation Coefficient), MAE (Mean Absolute Error), 

MINAE and MAXAE (minimum and maximum Absolute 

Error). 

    In this study, the built of Artificial Neural Network(ANN) 

multilayer preceptor, General feed forward and radial basis 

function are employed. These models were developed using 

the 1st thirteen years of areal rainfall and observed inflow 

data (1989-2002) period for calibration, while the remaining 

seven years of these of data (2002-2008) period were used for 

validation. The two anteceded inflows Qt-2, Qt-1, current Rt 

and anterior rainfalls Rt-1, Rt-2 was used as inputs to predict 

current reservoir inflow Qt as desired output.  

 

Table 1 Input neural network models based on trial and error 

 
 

II. RESULTS AND DISCUSSION 

Inflow Analysis 

In order to fill the missed observed flow data of Ghibe near 

Baco the correlation coefficient conducted with Legasama 

near tibe shows, R2 = 0.89 in (Figure 5-1) which reflects 

good relationship. The monthly flow series at Ghibe near 

Baco is transferred to Halele dam site and used for inflow 

forecasting to reservoir. The anteceded inflows Qt-2, Qt-1, 

and current areal rainfall (Rt), anterior rainfalls (Rt-2, Rt-1) 

were used as inputs, and current inflow was used as output. 

The results of figure 5-2 rainfall-runoff daily data reveals that 

in most of the days when there is a rainfall there is also run 

off except for few days due to unknown reason they are not 

proportional. 

 
Figure 4 Observed daily discharge at Legasama near Tibe Vs Ghibe near Baco 

 
Figure 5 Daily reservoir inflow and areal rainfall for training 

 

 

 

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181http://www.ijert.org

IJERTV5IS100351

Vol. 5 Issue 10, October-2016

(This work is licensed under a Creative Commons Attribution 4.0 International License.)

Published by :

www.ijert.org 457



 

RAINFALL DATA QUALITY ASSESSED 

In the rough screening of data, the completeness of the data is 

verified and the observer’s arithmetic is checked when 

computing totals. Thus, the recorded rainfall looks good for 

all years (1989-2008) at all stations. A time series plots of the 
yearly rainfall totals (1989- 2008) for Kumbi meteorological station 

is shown for illustration (Figure 5-2). From the plot, no appreciable 

outlier is observed in the Kumbi rainfall station records and 

also in the rest station used in this study. Plots for the other 

meteorological stations used in this study are given were also 

done. 

 
Figure 6 Kumbi time series rainfall data plot 

 

To verify absence of trend in rainfall observed data at station 

used in this study (Amaya gundo, kumbi, Dimtu, Baco and 

Ijaji), trend test was done. From the t-distribution table the 

critical values of ‘t’, at the 5-percent level of significance, for 31 -  2 

= 29 degrees of freedom is: t {28,2.5%} = -2.045, and t {28,97.5%} 

= 2.045. Checking result in (Table 2) clearly shows that the 

condition is satisfied and thus, there is no trend for Amaya gundo 

rainfall station. Similarly, all the data from the selected stations are 

checked for absence of trend using the same method. 

Table 2 illustration for trend test of rainfall time-series data 

 
 
Then, Stationarity of time series, absolute consistency and 

homogeneity of the data had been verified employing F-test for 

stability variance and t-test for stability of mean for all rainfall 

station of the study. And, the kumbi rainfall time series result in ( 

 

 

 

Table 3) show the station was stationary, homogeneity and 

consistency. Similarly, analysis was done for the rest stations.  
 

 
Figure 7 Non-denationalized Monthly rainfall plot for the selected stations 

 

In addition to F test and t-test, double mass analysis was used 

to verify the consistency and homogeneity of the data. The 

result shown in () reflects the homogeneous nature of the 

stations in the study area as all station almost have similar 

rainfall pattern, whereas the maximum rainfall falls between 

May to October.  
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Table 3 Time series Rainfall Stationary Test at Kumbi Station 

 

 
 

The double mass curve plot technique is used to adjust 

rainfall records to take accounts of non-rainfall records to 

take accounts of non-representative factors, as shown in the 

(Figure 8) employing all the selected stations have shown 

relative consistency and no need for correction 

 

 
Figure 8 Double mass curve plots for selected metrological station 

Using the kripht’s f formula in equation 4.1 longest flow line 

and minimum slope catchment was investigated for the 

catchment draining to both Halele and Warebessa reservoirs, 

as a result, the time concentration runoff joining the Halele 

and Warebessa dam site is 10.01hr and 17.31hr, respectively. 

Hence, one day ahead forecast lead time is considered 

appropriately. 

 

 

 

 

 

 

 

ANNs Model results 

Table 4 Represents the prediction performance of different 

models for Halele reservoir 

 
Based upon statistical measures of performance indicator of 

Neural Network model, however, the General Feed Forward 

and the Radial Basis Function show a good result in inflow 

forecasting of Halele and Warebessa reservoirs; the 

Multilayer perceptron are found to be the superior one in both 

training and validation as shown clearly in (Table 1Table 4 

and Table 5). 

Table 5 Represents the prediction performance of different 

models for Warebessa reservoir 

 
From  

Table 6 the model 5-2-1(5 input, 2 neurons in hidden layers 

and one output) demonstrates that the network associated 

with minimum value of MSE, MAE, NMSE and also it 

certifies highest value of NSE and R for both calibration and 

validation; see also Table 1 for input parameter structure. 

Therefore, Multilayer perceptron (MLP) model with network 

structure of 5-2-1 is adopted, as the final model for inflow 

prediction in this study. The model achieved acquired 99% 

and 89 % accuracy for training and validation after trial and 

error with two hidden layer and sigmoid transfer function. 

This selected ANN model is subjected to further 

improvement, and the early stopping approach has been 

employed for the training process to avoid over fitting 

problem. 

 

Table 6 Performance of training and validation for selected 

ANN model 
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The numbers of neurons of hidden layer in (Figure 9 

andFigure 10) show how average mean square errors were 

getting closer to optimal with varying the processing 

elements(PEs). The results of these figures also reveal that as 

the number of Epoch increases, the error in data set for 

validation will decrease. It could be seen from these figures 

that 2 hidden neuron layers of 5 processing elements is a 

good indication of forecasting performance of network with 

smaller error. And, the network is trained under early 

approach and converged at average MSE = 0.2 for training 

and 0.018 for validation.  
 

 
Figure 9 Verification of average MSE with Epoch for Warebessa during 

validation in 2 hidden layer 

 
Figure 10 Verification of average MSE with Epoch for Warebessa during 

training in 2 hidden layer 

The network forecasted using training and validation data set 

with the accuracy of shown in  

Table 6 implies, the optimum Artificial Neural Network with 

5 inputs, 2 neurons in hidden layer and one output is the best 

to forecast reservoir inflow in this study. Comparison 

between the observed (desired output(Qt)) and ANN 

forecasted a daily (Qt output) and a monthly inflow head to 

Halele and Warebessa respectively for training and validation 

data set is shown in Figure 11 and Figure 12 respectively. It 

can be seen from these figures that, the agreement between 

observed and forecasted data employing very attractive 

results. 

 
Figure 11 performance by MLP model in training for Halele reservoir 

 
Figure 12 Performance by MLP model in validation for Halele reservoir 

 

 

It is another confirmation that with standard deviation 

boundaries of +1 and -1, the average minimum MSE is 

getting converted to minimum optimal error with five process 

elements as shown in (Figure 13) than the rest processing 

elements. As a result, the five point elements with 2 hidden 

layers are selected as the best number of processing elements 

for the network. 

 

 
Figure 13 Average minimum MSEs with hidden 2 layers and PE for Halele 
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Figure 14 Sensitivity test during validation for Halele with two hidden layer 

The result of the sensitivity analysis indicated that the inputs 

with one-day lag time are more sensitive to variation than 

two-day lag time both in reservoir inflow and areal rainfall in 

providing the forecast value than the other input parameters is 

shown in (Figure 14) for Halele. The result of the sensitivity 

analysis indicates that the inputs with one-day lag time(Qt-1) 

mean is also more sensitive to make variation other than input 

parameters (Qt-2, Rt, Rt-1, Rt-2) in providing the forecast 

value as shown in Figure 15 and for Halele reservoir during 

validation. 
 

 
Figure 15 Sensitivity test during validation for Halele with two hidden layer 

 

III. CONCLUSION AND RECOMMENDATION 

Conclusion 

The aim of the study of this thesis is to develop a model and 

apply a methodology to determine the real inflow prediction 

for proposed Halele Warebessa reservoir by using ANN 

model. Inflow data is transferred from Ghibe Near Baco and 

the combination of Tunjo Confluence and Ghibe station to 

Halele and Warebessa dam site and areal rainfall of the 

Catchments draining to the dam site during the period of 

1989- 2008 are used for training, validation and testing of the 

ANN models. 

The positive potential of successfully using Artificial Neural 

Networks for daily and monthly reservoir inflow is presented 

in this study. The determination of models inputs is the 

primary importance for model development and achieved 

forecasting accuracy. A good understanding of hydrological 

processes helps in selecting proper inputs, which in turn 

allows ANNs to build the best possible input/output mapping. 

In this study, using inflow or Areal rainfall data alone to 

predict current inflow does not lead to good mapping, as 

evidenced by high model errors. Using both Areal rainfall 

and inflow data as input allowed network to build a better 

mapping between input/output and improved forecasting 

accuracy. The two anteceded inflows Qt-2, Qt-1, current 

rainfall (Rt) and anterior rainfalls Rt-1, Rt-2 are used as input 

where current inflow was used as output. 

Three types of Neural Network Architectures I.e. Multilayer 

perceptron (MLP), Radial Basis Function (RBF) and General 

Feed Forward (GFF) has been employed. The prediction of 

performance of the network examined between the desired 

out and predicted output values.  The evaluation and 

performance of the models is conducted by the Mean squared 

error (MSE), MAE, R2, and the Nash- Sutcliffe correlation 

coefficient (NSE) for both training and validation as its 

accuracy subjecting to early stopping approach. 

The evaluation and performance of the model reveals that 

Multilayer perceptron has shown great improvement 

compared to General Feed forward and Radial Basis Function 

techniques in modeling. Also results GFF and RBF model 

application are very encouraging both for training and 

validation of reservoir inflow data employed.  

The optimum Artificial Neural Network (MLP) with 5 inputs, 

2 neurons in hidden layer and one output is selected with 

minimum error and best forecasted value. Sensitivity test 

analyses are used in conjunction with judgment to rank and 

isolate the important factor of each of the input to model 

performance. The result of sensitivity study shows that one-

day inflow (Qt-1) is the most influencing factor on the output 

result than other input parameters. Hence, this study has been 

provided a general reservoir inflow forecasted for one day 

and one-month lead time with appropriate forecasting model 

structure of ANN for Halele and Warebessa reservoir 

respectively. 

IV. RECOMMENDATIONS 

 Since hydrological and meteorological data are 

fundamental inputs for the reservoir inflow forecasting 

and operational planning, efforts should be made to 

improve the stations network in the future. 

 This study considered by hydrological and metrological 

data for inflow to reservoir and estimation power 

production pattern using data driven models. However, it 

is recommended to conduct the physical data based 

models with more forecasting parameters and to compare 

with historical catchment responses. Using additional 

parameters such as temperature, soil moisture, sunshine 

and infiltration my help to get better predicting result. 

 ANNs do not provide any mathematical expression for 

physical process they model. These drawbacks need to 

be taken into consideration when choosing appropriate 

prediction method. 

As the model development is based on a trial and error 

procedure fixing the network architecture is time 

consuming 
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