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Abstract—Standard agricultural output has a significant 

impact on India's economy. The two most significant cash and 
fiber crops are cotton and tomatoes. There are various illnesses 
that injure the plant, and one of the most important ones is leaf 
disease, which significantly reduces the production of cotton and 
tomatoes. There is a need for disease detection techniques that 
can be applied to lessen the illness's impact on plant losses. By 
categorizing good and ill leaf photos using pre-trained CNN, 
transfer learning, and KNN machine learning algorithms, this 
study attempts to identify the cotton and tomato leaf disease. The 
two models, InceptionV3 and Inception ResNetV2, were trained 
using leaf pictures. The most significant findings indicated that 
the 50% dropout rate InceptionV3 model and the Inception 
ResNetV2 model. 

Keywords—Detection, deep learning, CNN, KNN inception V3, 
inception ResNetV2, transfer learning 

I. INTRODUCTION 
In moment’s world, Cotton is more extensively used than 

any other fiber and thus cotton place a superior part in the 
agrarian and artificial frugality of the country. Tomato’s are 
one  of the most widely cultivated and consumed vegetables in 
the world. Currently the loss in quality and volume of the 
cotton and tomato yield is increased immensely due to the 
colorful factory condition. The cotton and Tomato factory is 
susceptible to infections by pathogens like fungi and bacteria 
and its product is cursed due to the multitudinous diseases 
affecting the factory. Traditionally, the conditions were 
detected by the planter with the bared eyes. And discovery of 
any complaint by our naked eye is veritably less accurate. In 
cotton and tomato shops the science of numerous conditions 
can be seen substantially on the leaves. To exclude this con its 
necessary to carry out the automatic complaint discovery which 
can be more precise and error free. Machine learning is a 
growing technology that allows computers to automatically 
learn from one data. In this work, sententia of semi supervised 
learning-grounded system known transfer learning is used to 
classify healthy and unhealthy cotton and tomato leaves. This 
system sticks to the classical machine learning set up but 
surmises only a limited number of labeled samples for training. 
The type of complaint would be further linked by K-Nearest 

Neighbor and Convolutional Neural Network for cotton and 
tomato factory independently. 

II. OBJECTIVES 
The major goals of agricultural research are to improve 

food production while lowering costs and improving food 
quality. The goal of this project is  

• To detect leaf illness 
• To boost the model's accuracy   
• To cut down on errors. 

 

III. LITERATURE SURVEY  

The team looked for and reviewed various patents, 
research papers, documents, newspapers, and magazine 
articles from diverse scenes for this project's literature review. 

According to [1], The rover's controller is an Arduino. The 
rover moves thanks to Arduino. The servo motor in the rover 
rotates the pi camera to collect images of the plants from both 
the right and left sides. The background python code can 
compare the acquired image with the database image after the 
images have been taken. If neither of them is appropriate for 
his or her approach, the image and revered issue are sent to 
the farmer cellphone. 

A study [2] stated that, Using the Adaptive Neuro Fuzzy 
Inference System, shape and texture feature extraction is 
followed by categorization of the plant diseased leaf image. 
Here, the Root Mean Square error is used to identify the 
discrepancy between the actual characteristics and the 
expected qualities. The system developed for identifying leaf 
infections extracts features from diseased leaves and will be 
used to classify leaf diseases using adaptive neuro fuzzy 
classification. 

A study [3], is focused on developing a CNN-based 
model to improve the identification of pests and diseases 
affecting cotton leaves. The researchers have done this by 
using prevalent pests and diseases that affect cotton leaves, 
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including bacterial blight, spider mites, and leaf miners. The 
dataset splitting technique of K-fold cross-validation was 
used to increase the generalization of the CNN model. The 
model used supervised learning on 2400 datasets using a 
process for extracting the four key features. 

According to Sandeep Kumar et al. [4] states that, The 
development of image processing algorithms for cotton 
harvesting robot in-field boll detection under natural lighting 
circumstances has been made. For the real-time segmentation 
of cotton bolls in outdoor natural light, a total of four image 
processing algorithms were created. Three of these algorithms, 
based on the color difference method, color component ratio 
method, and chromatic aberration method, were created using 
the RGB color model, and one algorithm was created using the 
YCbCr color model. The chromatic aberration technique 
showed favorable performance for cotton bolls detection in the 
field in settings of natural daylight, confirming its suitability 
for robotic cotton harvesters. 

 In [5], diseases in the initial stage were addressed by pre- 
processing the image. Followed by these processing, k-means 
clustering is carried out in images. Then the features are 
extracted and then the green masking pixel is done by using the 
thresholding constant value 0-255.The performance measures 
are taken into consideration for better results by comparing the 
two algorithms Principal Component Analysis (PSA) and 
Support Vector Machine (SVM). Naseeb Singh et al. 

According to Mohanty et al. [6] Using pre-trained deep 
learning models, 14 crop species and 26 illnesses were 
identified in the Plant Village open dataset; the highest degree 
of classification accuracy was 99.35%. 

According to Chen et al. [7] created VGGNet to train 
around 1000 pictures of five illnesses of rice and four diseases 
of maize utilizing both general data and data gathered for 
diseases of rice. 

According to Fan et al. [8] By combining the 
characteristics extracted using transfer learning with the 
features extracted using conventional techniques, the Inception 
V3 network was improved for the detection of apple and coffee 
leaf diseases.   

According to Yu et al. [9] employed a deep learning model 
to identify pests affecting tomatoes. And Karthik et al. [10] 
Tomato leaf tissue was used to determine the kind of infection 
using the CNN model. 

 According to Abbas et al. [11] The results of training a 
deep learning network to identify tomato leaf diseases were 
satisfactory. CNN is also an effective method for identifying 
plant diseases. 

Naseeb Singh et al. [12] puts forward a framework of deep 
learning to detect the disease. DL method helps in detecting the 
disease's severeness. The Artificial Neural Network is trained 
using Stochastic Gradient Descent on the training set. The 
training in this research is carried on the base of small 
convolutional networks with various depth from scratch and 
finely tuned 4 stages of cutting-edge models like 
VGG16,VGG19, ResNet50, and Inception-v3.When 
comparing the data acquired from the deep model the 
performance of the network can be enhanced in certain 

datasets. The result showed that the VGG16 gives 90% 
accuracy. 

IV. METHODOLOGY 
The Figure 1 below shows the block diagram of proposed 
method to detect leaf disease 

Fig.1.Block diagram of  proposed system 
Using Python, this work procedure is broken down into 
several parts, including image acquisition, image pre-
processing, disease identification, disease classification, 
and offering cures. 
 

A. Image Acquisition 
To start with image accession, formerly available datasets 
are used. There are two sets of splint images, one for 
training and another for confirmation. A aggregate of 
roughly 2000 images are named for training. Different 
angles of the leaves are considered for training. Brochure 
consists of images in the rate 80 to 20 for training and 
confirmation independently, for 2 different orders i.e., 
Bacterial scar and coil virus. 
 

B. Image pre-processing 
In this, images are formatted before they are used by 

model training. This includes color correlation, resizing, 
orienting, etc. Image preprocessing is required to clean 
image data for more input. 
 

 
  Fig 2: Original image 
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Fig.2 shows the original size of the image from the dataset.  
The images in the dataset are different in size. So, it is 
necessary to resize all the images in the same size to increase 
the efficiency and maintain uniformity. 

        
  Fig 3: Resized Image 

Fig.3 shows the resized image. Resizing of images is done 
in the ratio 691*691.  

C. Disease Detection 
The factory conditions are classified using Transfer of 

knowledge. Transfer learning (TL) is an exploration problem in 
machine learning (ML) that focuses on preserving knowledge 
obtained while working on one problem and transferring it to 
another problem that is unrelated to the original but still affects 
it. Commencement models are used to categorize the factory 
leaves as a residual network. The splint complaint is described 
using the KNN and CNN algorithms. 

D. Disease classification: 
The unhealthy leaves are farther classified into different 

conditions using the KNN machine learning algorithm after 
they’ve been classified as healthy or unhealthy. A popular 
supervised learning and machine learning algorithm is K-
Nearest Neighbor. The KNN method places the new case in the 
order that is analogous to the being orders on the premise that 
the new case and being cases are similar. The data points were 
based on how closely they resembled data. This means that 
using the KNN algorithm, fresh data can be quickly 
categorized into an appropriate order. Working of KNN: 

• Step 1: Define value of 'k'.   

• Step 2: Apply Euclidean distance on all the  records. 

• Step 3: Sort the distances. 

• Step 4: Select nearest neighbor depending on the value of 
'k'. 

• Step 5: Classify the test point to categorize them into 
affected or unaffected leaf. 

KNN determines the distances between a query and each 
example in the data, chooses the K instances that are the closest 
to the query, and then votes for the label with the highest 
frequency. K has been set to have a value of one. The 
confusion matrix indicates that our model KNN is more 

accurate at K=1 due to its higher accuracy. The KNN 
recognizes the leaf picture from either of two illnesses, i.e., 
bacterial blight or curl, if the ResNet50 result of the leaf is 
unhealthy. Then, utilizing Python programming, treatments for 
the ailment are sent to farmers in text format. The distance 
metrics used in KNN is 

            
 To find picture features, a CNN uses layers for convolution, 
batch normalization, activation, and pooling. Additionally, it 
has dropout and thick layers that are used to classify images 
based on automatically generated characteristics. CNN 
architecture is as shown below. 

Following equation describes CNN layers. 

 
 

 
Fig 4: CNN Architecture 

Then, CNN is trained by figuring out the neural network's ideal 
weights to lessen the tolerances between the dataset's actual 
input and expected output. Backpropagation is a common 
method for training neural networks, and it is crucial to 
consider loss and optimization functions. In the identification 
of plant diseases, it has been shown that CNN performs better 
than conventional feature extraction techniques. 

 

V. RESULTS 
The execution of the proposed system is carried out using 

visual studio. Various libraries and models required for the 
execution such as OS, NumPy, pandas, TensorFlow were 
imported. The expected output is shown in a website which is 
developed using Flask python framework. 

Testing and training are the two key components needed for 
classification. The collection comprises of pictures of both 
healthy and diseased cotton leaves. Transfer learning 
RESNET50 model is trained using different parameters like 
dataset color, no of epochs and optimizer. The images are 
resized to the dimension of (691, 691). This establishes 
consistency across all images. 
 

(1) 

(2) 
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Fig.5. GUI of system shows the results of a related work. 
 

          
            Fig.6. shows the disease in tomato leaf 

 
This project helps the farmers to detect the leaf disease in the 
early stage. We had done this project by taking 2000 leaf 
images of both fresh and defected leaves. In this project we 
are using transfer learning for the classification of the leaves 
and algorithms like KNN and CNN are used to detect the 
disease in the leaves. 

Performance of KNN is as shown below 

 
Fig.7. Performance of KNN 

                                   
Performance of CNN is as shown below 

 
Fig.8. Performance of CNN 

 

VI. CONCLUSION 
In order to maintain uniform dimensions, leaf photos are 
cropped and scaled in this study. The HE method is used to 
improve the image quality. K-means clustering is used for 
segmentation. The boundary of the leaf image is extracted 
using the counter tracing approach. To extract meaningful 
features from leaves, DWT, PCA, and GLCM are employed as 
a number of descriptors. Finally, KNN and CNN are used to 
classify the retrieved features. The proposed approach 
performs with an accuracy of 86%. 
 
                                    FUTURE SCOPE 
 
In the future, a mobile application may be created, and the 
farmers could receive the right treatment for the condition via 
email or a message service. 
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