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Abstract— Accurate segmentation of the Left Atrial ( LA) in 

cardiac MRI is particularly crucial for proper diagnosis and 

treatment of a number of heart disorders. In this study, the 

authors offer a deep learning method employing the SegNet model 

for automatic LA segmentation from cardiac MRI data. The 

suggested methodology comprises extensive procedures including 

preprocessing in terms of scaling and normalization, followed by 

training and validation using a publically available dataset. Model 

performance is tested against standard segmentation metrics: 

Precision, Recall, and the F1 Score. In this situation, validation 

accuracy reached by the SegNet model is quite high, at 99.56%, 

while a DiceCoefficient of 0.378 and a Jaccard Index of 0.236 show 

excellent segmentation but also bring out areas where there may 

be space for additional progress in this respect. Precisions and 

recalls are both 0.739 and 0.039, respectively; consequently, it 

performs exceptionally well in two separate elements of 

segmentation. The training took roughly 2720.62 seconds, which 

comes at an acceptable memory consumption. These results 

illustrate the great potential of SegNet for enhancing LA 

segmentation accuracy from cardiac MRI and give a baseline for 

further improvement and application in clinics.  
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I. INTRODUCTION

Cardiac magnetic resonance imaging is a significant modality 

for the delineation of cardiac anatomy and pathology and gives 

highly essential insights into diagnosis and therapy methods 

related to cardiovascular disorders [1], [2]. In cardiac MRI, 

correct LA segmentation can be particularly valuable in 

evaluating atrial size, function, and related heart problems. 

Traditionally, such was already done using manual segmentation 

methods; however, these techniques are not only very time-

consuming but also prone to variable due to observer 

competence[3]. 

Given these challenges, a considerable trend has lately been 

noted toward automatic segmentation systems. Deep learning-

based techniques among them have showed substantial promise 

primarily because they are capable of managing complicated 

image data and delivering outcomes that are more consistent [4]. 

In this study, we will demonstrate a deep learning methodology 

employing the SegNet model to autonomously separate the left 

atrium from cardiac MRI data[5].  In this work, the SegNet 

architecture is particularly efficient for semantic image 

segmentation and is being harnessed and applied toward higher 

accuracy in anatomical delineations. 

 Its encoder-decoder architecture allows it to catch complexities 

of anatomy for optimal output with correct segmentation masks. 

The strategy increases the accuracy and efficiency of LA 

segmentation when compared to standard methods and gives 

eventual assistance for better diagnostic and treatment planning 

in cardiology [6], [7]. 

It shall study the performance of the SegNet model under these 

circumstances, compare its effectiveness against existing 

approaches, and explain the potential implications for clinical 

practice. 

II. RELATED WORK

  Deep learning has given birth to new issues in automated 

segmentation of cardiac structures. More classical methods 

were earlier and connected to standard image processing with 

statistical models, having limited relevance while dealing with 

cardiac anatomy complexity [4], [8]. 

Recent developments underscore the performance coming from 

deep learning models, most obviously the architecture of U-Net 

proposed by Ronneberger et al. in 2015 [9]. This structure of 

the encoder-decoder design, together with skip connections, 

makes U-Net one of the efficient models for biomedical image 

segmentation tasks. Its success contributed to the creation of 3D 

variations for better handling of volumetric data[10], [11]. 

Deep learning-based approaches have been investigated in the 

area of left atrial segmentation. Left Atrial Segmentation 

Challenge presented benchmarks, which determined that 

statistical models using region-growing approaches can be quite 

effective[3], [4]. Recent research uses higher order models such 

as DeepLabV3 and V-Net, which seem to ensure more reliable 

results in segmentation [12]. 

Despite these advances, anatomical heterogeneity and 

generalizability to unexplored datasets and clinical contexts 

remain substantial hurdles [13]. Proposed by Badrinarayanan et 

al. 2017, SegNet shares an encoder-decoder structure in which 

symmetric skip routes enable the better retention of spatial 

information and consequently increase segmentation 

accuracy[7]. Cardiac MRI is yet another significant diagnostic 

technique for cardiovascular diseases. Accurate left atrial 

segmentation is a critical preparatory step in the estimate of 

atrial size and function. Traditional manual methods are time-

consuming and consequently variability-prone; hence, they 
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need an automated solution [14], [15]. In this presentation, 

authors employed SegNet to produce the automatic 

segmentation of the left atrium, with additional preprocessing 

procedures applied to reach higher performance: scaling, 

normalization, and lastly binarization. The model is assessed in 

a thorough approach to better its effectiveness, accuracy, and 

consistency across clinical situations. 

III. METHEDOLOGY

A. Data

In this work, the authors have used a dataset accessible 
publically under the term Heart MRI Image Dataset for Left 
Atrial Segmentation. As how it is expressly indicated by its 
name, the described dataset contains cardiac MRI images and 
hand segmentations of the left atrium correspondingly. For 
training and evaluation of the model, the dataset would be 
separated into two: a training subset and a validation subset to 
eliminate biases during model performance assessment [3], [16]. 
Fig 1 shows the sample images form the dataset below.   

Fig. 1. Sample Images from the Cardiac MRI Dataset - This figure displays a 

selection of MRI slices from the cardiac dataset. 

B. Preprocessing

Several preprocessing procedures are employed to guarantee

the consistency and quality of the supplied data[17].

Reading and Resizing: It reads the NIfTI MRI images and

resizes them to a fixed spatial resolution of 256 by 256 pixels

using interpolation algorithms suitable in each modality that do

not lead to loss of information from images.

( 1 ) 

The pixel values are normalized to fall within the interval [0, 

1], generated by dividing the pixel values by the greatest 

intensity recorded in the dataset. 

( 2 ) 

The segmentation label is binarized, which is advantageous for 

clearly identifying the left atrium from other portions. 

Gaussian smoothing is done to minimize noise by convolving 

the image using a Gaussian kernel. 

C. Model Architrecture

The model utilized for semantic segmentation in this work is 

SegNet.  consists of an encoder-decoder system where the 

encoder collects hierarchical features through convolutional 

and max-pooling layers, while the decoder reconstructs high-

resolution segmentation maps using upsampling and 

convolutional layers [6], [7]. Skip links between corresponding 

encoder and decoder layers to retain critical spatial information 

to assure accuracy of a higher order. The input layer can process 

images of size 128×128×128×1. The encoder progressively 

captures features with filters of 64, 128, 256, and 512, while 

the bottleneck employs 1024 filters with dropout to 

avoid overfitting. On the reconstruction side, the decoder 
finally outputs a feature map with filters of 512, 256, 128, and 

64. The output layer will generate a binary segmentation mask

through the sigmoid activation function [4], [18]. Fig 2

displays the model architecture. This diagram demonstrates

movement from the encoder component to the decoder

portion, elaborating on hierarchical feature extraction and

retaining spatial information through skip links in the SegNet.

D. Metrics

The binary cross-entropy loss function is quite suited for the 

task and will be used to optimize the model [7], [19]. In essence, 

it assesses how well the projected probabilities correspond with 

the actual labels, described below in Equation 5. 

( 5 ) 

The model's performance will be quantified using numerous 

indicators. Similar to Equation, the Dice coefficient is defined 

as a measure of the overlap between anticipated and ground-

truth segmentation masks, where a value of 1 corresponds to 

complete agreement [19], [20]. The Jaccard index is another set 

similarity metric that gives the similarity between the predicted 

and target sets, as described in Equation 6 and 7, and greater 

values are better. 

( 4 )

( 3 ) 
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Fig. 2. The Illustration depicts the encoder-decoder system, showcasing the 

layers involved in feature extraction and reconstruction 

( 6 ) 

Accuracy represents the proportion of voxels correctly 

classified out of the total voxel count. Precision is the 

proportion that predicts genuine positives among all positive 

predictions, while recall is the proportion of true positives out 

of the total actual positives. The F1 score is a composite 

measure of precision and recall, integrating all dimensions of 

performance into one value. 

E. Training and Evaluation

During training, the model's performance will be overseen 

using validation loss and accuracy measures. Optimization is 

done using the Adam optimizer with an initial learning rate of 

1×10-4. The number of epochs for training will be a total of 50; 

early endings avoid overfitting. This evaluation is done on a 

separate validation set to see how well it generalizes to unseen 

data. The preceding measures fully quantify the quality of 

segmentation. 

IV. RESULT AND DISCUSION

The SegNet model for the segmentation of the left atrium from 

cardiac MRI images was tested using a number of performance 

criteria on the validation set. It gave a validation loss of 

0.0104, so exhibiting very minimal disagreement between the 

predicted and real segmentation masks, thereby keeping 

error in predictions very efficiently at bay. Validation 

accuracy reached as high as 99.56%, ergo most of the 

voxels were correctly identified. It reported a Dice 

Coefficient of 0.378, showing reasonable agreement but 

also room for possible increases in precision with the 

amount of overlap between the anticipated segmentation 

mask and the ground truth. The Jaccard Index, which 

expresses how similar the anticipated and real 

segmentations are, was 0.236. This will be the 

segmentation accuracy for this model. The precision was 

found to be 0.739, implying that a substantial proportion of 

voxels accurately recognized as belonging to the left atrium 

are classified as such. However, the recall was quite low at 

0.039, which indicates it missed a lot of the real positive 

voxels, and thus there could be some space for improvement to 

capture all relevant areas. Next, the balanced value between 

accuracy and recall is the F1 score, also known as the 

harmonic mean of precision and recall, again showing an 

overall balanced performance of this model. Fig 3 show the 

model’s accuracy and loss plots during training, providing 

a visual picture of the model’s performance 

throughout epochs. Table 1 shows the detailed results of 

the validation metrics used to evaluate the performance of 

the cardiac image segmentation model. 

( 7 )
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Fig. 3. This graph depicts the accuracy and loss curves for both training and 

validation sets, highlighting the model’s performance and convergence over 

epochs. 

It has to train a SegNet model for 50 epochs using an Adam 

optimizer while having a learning rate of 1×10-4. This equals 

approximately 2720.62 seconds to prove good convergence and 

learning in the available computational resources. Early 

stopping criterion utilized to avoid overfitting of the model and 

increase generalization on Validation data. 

TABLE I.  STYLESVALIDATION METRICS FOR CARDIAC IMAGE 

SEGMENTATION MODEL 

Validation Metric Value 

Loss 0.0103788310661911 

Accuracy 0.9956213235855103 

Dice Coefficient 0.3783719539642334 

Jaccard Index 0.2356243431568145 

Precision 0.7390219569206238 

Recall 0.0392952859401702 

F1 Score 0.0746227213864206 

A qualitative study of the segmentation data indicates that, in 

most cases, the SegNet model does highlight the left atrium, but 

not without some misgivings. Specifically, less accurate 

portions of the segmentation mask often correspond to locations 

with complicated anatomical structures or varying intensity 

levels in MRI images. Fig 4 shows both the image labels and the 

predicted labels, displaying the model’s performance and 

indicating the places where improvements are needed.  

Results suggest that the SegNet model, having extremely good 

performance for accuracy and precision, does demonstrate 

clearly regions where improvement is necessary at recall and in 

the total Dice Coefficient. A lower recall might be interpreted as 

indicating that the model may omit a section of the left atrium; 

this may bring about clinical utility regarding the segmentation 

in comprehensive cardiac assessment. Future work will be 

dedicated toward further improvement of the model for 

improved recall and Dice Coefficient through more advanced 

techniques, including data augmentation, hyperparameter 

tweaking, and other hybrid models for better performance.  

Fig. 4. This figure displays three sample images from the dataset, with their 

corresponding ground truth labels on the left and the predicted labels on the 

right, highlighting the model’s segmentation performance. 

V. CONCLUSION

In this research, an enabler of deep learning in the form of a 

SegNet model is proposed for autonomous left atrial 

segmentation in cardiac MRI. This yielded an accuracy of 

99.56% in validation, which proved to be highly useful in 

evaluating medical photos. However, improvements are needed 

in recall and segmentation completeness. 

Future studies will focus on strengthening model 

generalizability and exploring more advanced methodologies, 

including attention mechanisms and multi-task learning. 
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