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Abstract 
Technology is the fastest growing field now-a-days. In this vast field one must need security system 

which uses electronics gadgets. And this security system must be growing and updating simultaneously with 

technology. This growth in electronic transactions results in a raise of demand for fast and accurate user 

identification and authentication system. Total security system may solve this problem since number of 

parameters like face, speech, fingerprint, palm print etc. are undeniably connected to its owner. It is also verify 

quantitative data like E-cards, password and Login ID etc. of human being. In this paper we have discussed the 

security system based on speech recognition and body recognition of human kind through mathematical model. 

This proposed model for the system can compare the recorded speech and body expressions with original speech 

and body expressions which is stored in a central or local database to give perfect identification.  

Key words: Security, Qualitative and Quantitative data, GMM, Speech recognition, Body recognition.  

 

1. Introduction 

Technology is growing up day by day in the 

present era. The rapid growth in the use of internet 

applications and the great concern for security require 

reliable and automatic personal identification. In this 

vast field one must need security system which uses 

electronics gadgets/devices and this security system 

must be grown up and updated simultaneously with 

technology. This growth in electronic transactions 

results in a raise of demand for fast and accurate user 

identification and authentication system. Total 

security system may solve this problem since number 

of parameters like face, speech, fingerprint, palm 

print etc. are undeniably connected to its owner and it 

is also verify quantitative data like E-cards, password 

and Login ID etc. of human being.  

The aim of this paper work is to explore 

speech recognition and body recognition using 

mathematical techniques and its applications for 

security system. In our minds the aim of interaction 

between a machine and a human is to use the most 

natural way of expressing ourselves, through our 

speech and body. Speech recognition, which can be 

classified into identification and verification, is the 

process of automatically recognizing who is speaking 

on the basis of individual information included in 

speech waves. Speech verification is the process of 

accepting or rejecting the identity claim of a speaker. 

Most applications in which a speech is used as the 

key to confirm the identity of a speaker are classified 

as speaker verification [25]. But sometimes speech 

has the problem of not being able to identify human 

with sore throat. In this type of problem we solve 

with body recognition. 

In body recognition, digital video cameras 

connected to computers have come into wide use 

recently. Body recognition has to be able to perform 

the basic two tasks: (a) Detect and track people and 

(b) Person recognition. Today there are a number of 

computer techniques that can be used in automatic 

visual surveillance systems: Face detection [3, 9, 10, 

12] and face recognition [19, 1, 14] have been 

thoroughly studied over the last 10 years in computer 

field. While recent face detection systems [3, 10] are 

able to deal with large pose variations, face 

recognition systems are limited to identifying persons 

in frontal and near-frontal views only. Recently, 

learning-based techniques [5] and template matching 

[6] have been applied to detecting people in still 

images. As shown in Refs. [20, 2] the periodicity of 

gait allows to detect walking people in image 

sequences. Gait has also been used for person 

recognition in image sequences [15]. There is number 

of challenges for human body detection and 

identification like the invariance against pose 

changes,  changes in illumination, and the selection 

of image features which allow to reliable identify 

human body.  

In this paper researchers discussed speech 

recognition and body recognition for security purpose 

with Gaussian Mixture Models (GMM) and Body 

recognition Model.  
 

2. Objectives 
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 To use Speech as the key to confirm the identity 

and verification of a speaker. As Speech 

recognition technique makes it possible to use 

the speaker's speech to verify their identity and 

control access to services such as voice dialing, 

banking by telephone, database access services, 

information services, voice mail, telephone 

shopping, security control for confidential 

information areas, and remote access to 

computers [24].  

 To use Body expression recognition for 

verification of human for total security system 

with mathematical algorithms.  

Speech recognition is generally used as a 

human – E-machine interface for other software. A 

speech recognition system performs three primary 

tasks: 

 Preprocessing – Converts the spoken input into a 

form the recognizer can process. 

 Recognition – Identifies what has been said. 

 Communication – Sends the recognized input to 

the software/hardware systems that need it. 

Speech recognition is the translation of 

spoken words into text. There are two types of speech 

recognition one text-dependent and other text-

independent and different methods likes HMMs, 

GMMs, SVMs and NNs may be used for it. The 

HMM (Hidden Markov Models) is usually for text-

dependent speaker recognition since there is textual 

context. As a special case of HMM, GMM are used 

for doing text-independent voice recognition. Here 

we see GMM (Gaussian Mixture Models) for speech 

recognition. 

 

3. Gaussian Mixture Models 

GMM is a popular technique to represent the 

speaker, which is a commonly used estimate of the 

probability density function. The Gaussian mixture 

speaker model was introduced in [21], and has 

demonstrated high text- independent recognition 

accuracy for short test sounds. To build a Gaussian 

Mixture Model of a speaker’s voice, one should make 

a few assumptions and decisions. The first 

assumption is the number of Gaussians to use. 

Gaussians is a set of parameters, each specifying the 

parameter of the corresponding mixture component. 

This is dependent on the amount of data that is 

available and the dimensionality of the feature 

vectors. Once the number of Gaussians is determined, 

some large group of features is used to train these 

Gaussians. This step is said to be training. The 

models generated by training are called universal 

background models [11]. 

In GMM a non-singular multivariate normal 

distribution of a d- dimensional random variable x 

can be defined as  

                   (1) 

When observations are made on more than one 

variable then it is called Multivariate data. In 

Equation 1,  is called Probability Density 

Function (PDF) formula,  is the mean 

vector  and  is the covariance matrix 

(   of the normally distributed random 

variable x. In Equation 1, we are take -

dimensional in Gaussian Probability Density 

Function (PDF) formula. 

In Equation 1,  is the mean vector (Expected value) 

which defined as 

                                         

(2) 

The so-called “Sample Mean” approximation for 

Equation 2 is  

                                                           (3) 

Where N is the number of samples and  are the 

Mel-Cepstral feature vectors [8]. The main aim of 

Mel-Cepstral feature vector is to capture important 

information presented in a speech signal for 

recognition purpose and also use for fast evaluation 

algorithm for speech recognition. The variance-

Covariance matrix of a multi-dimensional random 

variable is defined as, 

                                (4) 

                                                       (5) 

This matrix is called the Variance-Covariance since 

the diagonal elements are the variances of the 

individual dimensions of the multi-dimensional 

vector x. The off-diagonal elements are the 

Covariances across the different dimensions. Here we 

said to be this matrix is Covariance matrix. The 

unbiased estimate of  is given by the following 

expression, 

                    (6) 

                                             (7) 

Where the sample mean  is given by Equation 3 and 

the second order sum matrix  is given by 

                                                     (8) 

Now the training data is ready and the basis for a 

speech independent model is built which is stored in 

the form of the above statistics. For a UBM, a set of 

speakers is used to optimize the parameters of the 

Gaussians as well as the mixture coefficients, using 

standard techniques such as maximum likelihood 

estimation (MLE), Maximum a Posteriori (MAP) 

adaptation and Maximum Likelihood Linear 

Regression (MLLR). At this point, the system is 

ready for performing the enrollment. The enrollment 

may be done by taking a sample audio of the target 
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voice and adapting it to be optimal for fitting this 

sample. This ensures that the likelihoods returned by 

matching the same sample with the modified model 

would be maximal. 

 

4. Body Recognition 

Images of full-body persons are represented 

by color-based and shape-based features. The system 

consists of two modules one is Image pre-processing 

and other is human body/pose recognition. Overview 

of the human body recognition is shows in Figure 1. 

 

Figure 1. The system overview of human body 

recognition. 

First of all, human image is capture from the camera 

and forwarded to the pre-processing module, where 

human body and its feature, extract from the 

background. In recognition module, human body is 

recognized with the human identity and pose of 

human. 

 

4.1 Pre-processing 
The pre-processing module consists of two 

parts: One human body detection of moving persons 

and other extraction of image of human body features 

[4]. 

 

Human body detection: 

The system uses two steps to detect a 

moving body of human in an image sequence. In the 

first step the system subtracts the current background 

image from the latest k images, and stores one of 

these k images. Here we take . But if human 

body image has energy larger than a threshold then 

the result of background subtraction may include a 

lot of noise and therefore the stored image does not 

contain a human body. In this case, the second step 

helps to remove those images, which not containing a 

human body. For this purpose, the system extracts the 

shape of a possible human body by using edge 

detection. We assuming that the human body is 

slightly moving between two frames, the system 

performs edge detection on the image obtained by 

subtracting two consecutive images in the sequence. 

If the number of edge pixels is larger than a 

threshold, one of the k images is eventually stored. 

Finally, if no person image is detected, the 

background is updated by computing the average of 

the k latest images. We can see in Figure 2(a) shows 

an image from the sequence and in figure. 2(b) shows 

the combined result of the two steps.  

 

Figure 2. Moving human body detection. 

 
Feature extraction: 

In image processing and photography, a 

color histogram is a representation of the distribution 

of colors in an image. For digital images, a color 

histogram represents the number of pixels that have 

colors in each of a fixed list of color ranges that span 

the image's color space, the set of all possible colors. 

All images must be represented in matrix form. Once 

the human body has been detected and extracted from 

the background, we calculate different types of 

human body image features: 

(1) RGB color histogram: 

We calculate one dimensional color 

histogram with 32 bins for each color channel. Where 

bins means all elements in vector Y or in one column 

of matrix Y are grouped according to their numeric 

range. Each group is shown as one bin. Here the total 

number of extracted features is 96 (32 × 3) for a 

single image. 

(2) Normalized color histograms: 

We calculate two dimensional normalized 

color histograms; r=R/(R+G+B), g=G/(R+G+B). 

Again, we chose 32 bins for each color channel. 

Overall, the System extracts 1024 (32 × 32) features 

from a single image. 

 

 
Figure 3. Shape patterns 

 

(3) RGB color histogram + shape histogram: 

Image is stored in rows and columns form. 

We calculate simple shape features of people by 

counting pixels along rows and columns of the 

extracted human body images. We choose a 

resolution of 10 bins for column histograms and 30 

bins for row histograms. The total number of 

extracted features is 136, 32×3 for the RGB 

histograms and 10 + 30 for the shape histograms.  

(4) Local shape features: 
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Local features of an image are obtained by 

convolving the local shape patterns shown in Figure 

3. These patterns were introduced in Ref. [23] for 

position invariant human body detection. Let 

, be the patterns in Figure 3 and  

the  patch at pixel k in an image. We consider 

two different types of convolution operations. The 

first is the linear convolution given by , 

where the sum is on the image pixels. This pattern is 

shows in Figure 3 from 1 to 5. The second is a non-

linear convolution given by 

          Where 

 

It is shows in Figure 3 from 6 to 25. The non-linear 

convolution mainly extracts edges and has been 

inspired by recent work in the field of brain models 

[23]. The shape features are extracted for each of the 

following color channels separately: , 

 and . This color model has been 

suggested by physiological studies [13]. The system 

extracts 75 (25 × 3) features from the three color 

channels.  

 

4.2 Recognition 
We first collect an N set of data images of 

human body and manually gives label to it, according 

to the identity and pose of the human body. The pose 

(right, left, front and back) of the human body are 

stored with label in database. The set of input–output 

is denoted as  where the 

input  denotes the feature vector extracted from 

image  and the output  is a class label. We use 

Support Vector Machine (SVM) classifiers for 

human body recognition. The standard SVM takes a 

set of input data and predicts for each given input. 

Here we train different SVM classifiers on the 

labeled data to perform the multi-class classification 

task for human body identification and pose 

estimation. SVMs are a technique to train classifiers 

and probability densities that is well-founded in 

statistical learning theory [26]. One of the main 

attractions of using SVMs is that they are capable of 

learning in sparse, high dimensional spaces with very 

few training examples. SVMs accomplish this by 

minimizing a bound on the experimental error and 

the complexity of the classifier, at the same time. 

This controlling of both the training error and the 

classifier’s complexity has allowed SVMs to be 

successfully applied to very high dimensional 

learning tasks such as face detection [7], 3-D object 

recognition [16], stop word detection in speech 

signals [18], and text categorization [22]. We will 

apply SVMs to very high dimensional classification 

problems. 

 

5. Applications 

The present era of information and 

technology is quickly revolutionizing the way of 

transactions. And security plays an essential role in 

technology. For example access codes for banks 

accounts and computer systems often use PIN's for 

identification and security clearances. When credit 

and ATM cards are lost or stolen, an unauthorized 

user can often come up with the correct personal 

codes. In this case Total Security System may solve 

this problem since the Total Security System works 

with qualitative data and quantitative data of human 

and identifies human characteristics, like face, 

speech, fingerprint, palm print, body etc. are 

undeniably connected to its owner. This system is 

highly beneficial for Bank, Military, Crime branch 

etc. 

As described above GMM and SVM used 

for voice recognition and human body recognition 

respectively and so both recognition techniques are 

most useful in total security system. The total 

security system is the system, which is verifies 

quantitative data like E-cards, login ID and password 

as well as qualitative data like face, voice, body, Iris 

of human. 

The advantages of using a GMM as the 

likelihood function are that it is computationally 

inexpensive, is based on a well-understood statistical 

model. It is insensitive for text-independent tasks of 

the voice from the database. 

Let  have Probability Density Function 

(PDF)  

 
where the parameters  have unknown 

values. When  are the observed sample 

values and  is regarded as a function of 

, which is called likelihood function. The 

maximum the likelihood estimates  are 

those values of the s that maximize the likelihood 

function, so that  

 . 

when the s are replace with s, which gives 

maximum likelihood estimation output. Thus, 

electronic device identify highest likelihood value 

from the collection of training data, which data is 

generated by the GMM. To ensure a good dynamic 

range and better discrimination capability, log of the 

likelihood is computed. At the verification stage, the 

process is very similar to the identification process 

described above, with the exception that instead of 

computing the log likelihood for all the voices in the 

database. Input voice is compared with the database. 

If the input voice gives a better log likelihood, the 

input voice (speaker) is verified and otherwise 

rejected. The comparison is done using the Log 

Likelihood Ratio (LLR) test. When the logarithm of 
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the likelihood ratio is used, the statistic is known as a 

log-likelihood ratio statistic. 

In body recognition, the system recorded 

human expression and pose during whole one day. 

From the video recording, system capture different 

poses(left, right, front, back) and expression of the 

one person and prepare the training data with 

normalizing color, features and expressions. Now 

whenever next time person is passing through the 

system, the pose and expressions are captured. The 

systems first recognize the person and then select the 

proper multi-class classifier (SVMs), to determine the 

pose of the person. The system returns the pose 

identification rates and human expression 

identification rates of the input person. If it is match 

from the training data then person is verified 

otherwise reject. For both tasks, person 

identifications and pose estimation the best results are 

obtain with normalized color features as well as SVM 

classifiers. 

 

6. Conclusion 
The Total security system is a proposed 

system work with speech recognition and body 

expression. We have presented a model that 

recognizes speech and body of a human from 

environment. We have used GMM for speech 

recognition and for human body recognition performs 

by multi-class SVMs. The proposed system works in 

real time using SVMs, achieving high recognition 

rate on normalized color features and poses of body. 

This work can be readily used in biometric 

applications like access control and verification 

systems. 
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