
 

 

  

Abstract— The data mining is a method to find small amount of 

useful data from very large amount of data. There are two 

classical techniques in the field of data mining namely associative 

rule mining and classical rule mining. In order to have 

advantages of both a new approach was developed by combining 

both the methods. This new approach is called associative 

classification. It has given significant improvement like better 

accuracy over the conventional classification system e.g. C4.5. 

There are many methods developed for the associative 

classification in the due course like CBA, CMAR, CPAR, Hyper 

Heuristic, and CARGBA. However the effect of the 

misclassification penalties on the classification has not been 

examined. Out of all the available methods in associative 

classification the CPAR has the highest accuracy. This work is a 

study of effect of the misclassification penalties on the 

classification process of the associative classification method 

CPAR. From the many methods available bagging is selected for 

the misclassification penalty effect. A new approach namely M-

CPPAR (Modified CPAR) is proposed in this work. After the 

study it can be concluded that if misclassification penalty effect is 

considered during the classification process the accuracy of the 

CPAR can be improved.   

 
Index Terms— M-CPAR, Misclassification Penalties, Data 

Mining.  

I. INTRODUCTION 

The data mining is known is a method to find small 

amount of useful data from very large amount of data [1]. 

There are two classical techniques in the field of data 

mining namely association rule mining and classification rule 

mining. Both having their own advantages and disadvantages. 

The new developments have lead to a new approach in the 

classification called associative classification which is the 

integration of two techniques called classification rule mining 

and association rule mining [3].  

Classification rule mining aims to discover a small set of 

rules in the database that forms an accurate classifier. 

Association rule mining finds all the rules existing in the 

database that satisfy some minimum support and minimum 

confidence constraints. For association rule mining, the target 
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of discovery is not pre-determined, while for classification rule 

mining there is one and only one predetermined target.  

Thus, great savings and conveniences to the user could 

result if the two mining techniques can somehow be integrated. 

The integration is done by focusing on a special subset of 

association rules whose right-hand-side is restricted to the 

classification class attribute. The integration is done by 

focusing on mining a special subset of association rules, called 

class association rules (CARs). 

The new combined approach associative classification 

achieves higher accuracy but lesser speed than traditional 

classification approaches. There are various methods used for 

the associative classification [3, 4, 5]. However till today the 

effect of the misclassification penalties have not been studied 

on this new approach [6]. This is a study of misclassification 

penalty of associative classification technique called CPAR 

(Classification based on Prediction Association Rules) [5]. 

This adaptation is necessary for two main reasons: A 

transactional database normally used in association rule 

mining does not have many associations. 

1. While classification data tends to contain a huge 

number of associations. 

Adaptation of the existing association rule mining algorithm 

to mine only the CARs is needed to reduce the number of rules 

generated which will avoid combinatorial explosion. The 

adaptation involves discretizing continuous attributes based on 

the classification predetermined class target. 

Data mining in the associative classification framework thus 

consists of three steps: 

• Discretization of continuous attributes, if any. 

Discretization can be done using any of standard 

discretization algorithms available in this standard 

literature [8, 9, 10, 11, 12]. 

• Generating all the class association rules (CARs), and 

• Building a classifier based on the generated CARs. 

The associative classification has three new things: 

1. It shows a new way to build accurate classifiers. 

Results show that classifiers built this way are, in 

general, more accurate than those produced by the 

state-of-the-art classification system like C4.5 

classification system [2]. 

2. It makes association rule mining techniques 

applicable to classification tasks.  

3. It helps to solve a number of important problems 

with the existing classification systems.  
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The major problems of the existing systems are solved as 

below.  

1. Understandability problem 

Many rules produced by standard classification systems are 

difficult to understand. Similarly many understandable rules 

that exist in the data are left undiscovered.  

2. Interesting rule problem 

The quest for a small set of rules of the existing 

classification systems results in many interesting and useful 

rules not being discovered.  

3. Memory Problem 

All the standard classification systems need to load the 

entire database into the main However in this approach the 

database can reside in the disk rather than the main memory. 

Hence the memory problem is solved. 

Following are the major algorithms for the associative 

classification. 

II. SURVEY OF HISTORICAL ASSOCIATIVE CLASSIFICATION 

METHODS 

A. CBA (Classification Based On Associations) 

The CBA is an ordered rule algorithm based on convergence 

analysis. It consists of two parts, a rule generator (called 

CBA-RG), which is based on algorithm Apriori [7] for finding 

association rules. Another part is a classifier builder (called 

CBA-CB) which generates the classifiers from the rules 

generated from the CBA-RG. 

CBA generates all the association rules with certain support 

and confidence thresholds as candidate rules. It then selects a 

small set of the rules from them to form a classifier. At the 

time of the predication of the class label of the example the 

best rule (having highest confidence) is used for the 

classification.  

In CBA-RG algorithm the data is scanned multiple times. In 

this multiple pass all the frequent rule items are generated. 

Here the rule item means a rule. In the first pass it counts the 

support and determine the whether it is frequent or not. In each 

subsequent pass it starts with the seed set of rules found to be 

frequent in the previous pass. It uses this seed set to generate 

new possibly frequent rules called the candidate rules. The 

actual support for these candidate rules are calculated during 

the pass over the data. At the end of the pass it determines 

which of the candidate ruleitems are actually frequent and 

produces the rules (CARs). 

The CBA-CB algorithm used to build a classifier using 

CARs. To produce the best classifier out of the whole set of 

rules would involve evaluating all the possible subsets of it on 

the training data and selecting the subset with the right rule 

sequence that gives the least number of errors. This algorithm 

is a heuristic one. However, the classifier it builds performs 

very well as compared to that built by C4.5.  

This algorithm satisfies two main conditions: 

Condition 1: Each training case is covered by the rule with the 

highest precedence among the rules that can cover the case.  

Condition 2: Every rule correctly classifies at least one 

remaining training case when it is chosen.  

This algorithm is simple, but is inefficient because it needs 

to make many passes over the database. The experimental 

results show that data set taken from UCI ML repository [7] 16 

out of 26 data sets it working better than the C4.5 

classification system [2].  

The limitations of this approach are as follows 

• It generates huge amount of the mined rule. 

• This leads to computational overhead. 

• The classification is done based on single high 

confidence rule which can be biased 

  

B. CMAR (Classification based on Multiple Association 

Rules) 

Previous studies propose that associative classification 

suffers from the huge set of mined rules and sometimes biased 

classification or over fitting. 

Since the classification is based on only single high-

confidence rule. Hence another associative classification 

method, CMAR (Classification based on Multiple Association 

Rules) [4] is proposed. The classification is performed based 

on a weighted analysis using multiple strong association rules.  

CMAR is highly efficient and scalable. The classification is 

performed based on a weighted X
2
 analysis using multiple 

strong association rules. 

CBA also suffer some weakness as shown below. 

First it is not easy to identify the most effective rule at 

classifying a new case. 

Second a training data set often generates a huge set of 

rules.  

 To solve first problem instead of relying on a single rule for 

classification, CMAR determines the class label by a set of 

rules. To avoid bias, a new technique is development, called 

weighted X
2
, which derives a good measure on how strong the 

rule is under both conditional support and class distribution.  

 To solve Second, to improve both accuracy and efficiency, 

CMAR employs a novel data structure, CR-tree, to compactly 

store and efficiently retrieve a large number of rules for 

classification.  

 Third, to speed up the mining of complete set of rules, 

CMAR adopts a variant of recently developed FP-growth 

method. FP-growth is much faster than Apriori-like methods.  

CMAR consists of two phases: rule generation and 

classification. In rule generation CMAR computes the 

complete set of rules in the form of R: P -> C, where p is a 

pattern in the training data set, and c is a class label such that 

sup (R) and conf (R) pass the given support and confidence 

thresholds, respectively.   

Furthermore, CMAR prunes some rules and only selects a 

subset of high quality rules for classification.  

In the second phase CMAR extracts a subset of rules 

matching the object and predicts the class label of the object 

by analyzing this subset of rules. If all the rules give same 
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class label then it is classified. Otherwise the combined group 

effect will be taken into consideration. 

The CMAR outperforms both C4.5 and CBA on accuracy. 

The limitations are as follows, 

• CMAR is significant advance compare to the CBA 

but still it is very slower. 

• The overall accuracy can be further improved. 

 

C. CARGBA (Classification based on Association Rule 

Generated in a Bidirectional Approach) 

The CARGBA generates the rules in two steps. At first, it 

generates a set of high confidence rules of smaller length with 

support pruning and then augments this set with some high 

confidence rules of higher length with support below minimum 

support. The purpose of this rule generation is not knowledge 

extraction; rather the only purpose is using these rules for 

classification to obtain better accuracy. 

In the second step, it generates rules that are as specific as 

possible. These rules have higher length and therefore lower 

support and thus they easily capture the specific characteristics 

about the data set. That is, if there is a classification pattern 

that exists over very few instances or there are instances that 

are exceptions to the general rule, then these instances will be 

covered by the specific rules. Since these instances are small in 

number, specific rules are produced without any support 

pruning. In short, this approach results in a better mixture of 

class association rules. All the rules generated by CARGBA 

rule generator will not be used in the classification. So, the 

second part builds a classifier with the essential rules and is 

called CARGBA Classifier Builder. 

The experiments on 6 databases in UCI machine learning 

database repository show that CARGBA is consistent, highly 

effective at classification of various kinds of databases and has 

better average classification accuracy in comparison with 

C4.5, CBA and CMAR. 

 

D. Hyper Heuristic Approach  

In this  investigation is done for the potential of associative 

classifiers as well as other traditional classifiers such as 

decision trees and rule inducers in solutions (data sets) 

produced by a general-purpose optimization heuristic called 

the hyper heuristic[20]. The hyper heuristic requires deciding 

which of several simpler search neighborhoods’ to apply at 

each step while constructing a solution. After experimenting 

16 different solution generated by a hyper heuristic called 

Peckish using different classification approaches, the results 

indicated that associative classification approach is the most 

applicable approach to such kind of problems with reference to 

accuracy.  

 

The Peckish hyper heuristic, which is a robust and general-

purpose optimization heuristic that requires to decide which of 

several simpler low-level heuristic techniques to apply at each 

step while building the schedule. This study focused on 

analyzing the behavior of low-level heuristics that were 

selected by the hyper heuristic and improved upon the quality 

of the current solution in order to extract useful rules. These 

rules can be used later to quickly predict the appropriate low-

level heuristics to call next. The experimental tests showed a 

better performance for associative classification techniques 

(MCAR, MMAC, CBA) over decision trees (C4.5), rule 

induction (RIPPER) and PART algorithm with reference to the 

accuracy of predicting the appropriate set of low-level 

heuristics.  

 

 

 

 

 

 

 

 

 

Figure 1 Hyper Heuristic General Framework 

 

E. CPAR (Classification based on Predictive Association 

Rules) 

 

The CPAR [5] is having the finest accuracy in all the 

associative classification algorithms.  

CPAR combines the advantages of both associative 

classification and traditional rule-based classification. Instead 

of generating a large number of candidate rules as in 

associative classification, CPAR adopts a greedy algorithm to 

generate rules directly from training data.  

To avoid over fitting, CPAR uses expected accuracy to 

evaluate each rule and uses the best k rules in prediction. 

Associative classification approach often generates a very 

large number of rules in association rule mining. And also it 

takes efforts to select high quality rules from among them. 

CPAR inherits the basic idea of FOIL in rule generation and 

integrates the features of associative classification in predictive 

rule analysis. 

In comparison with CBA, CPAR has the following advantages:  

(1) CPAR generates a much smaller set of high-quality 

predictive rules directly from the dataset;  

(2) To avoid generating redundant rules, CPAR generates 

each rule by considering the set of “already- generated" 

rules; and 

(3) When predicting the class label of an example, CPAR 

uses the best k rules that this example satisfies.  

(4) CPAR uses dynamic programming to avoid repeated 

calculation in rule generation; and  

(5) When generating rules, instead of selecting only the 

best literal, all the close-to-the-best literals are selected 

so that important rules will not be missed. 

CPAR generates a smaller set of rules, with higher quality 

and lower redundancy in comparison with associative 

classification. As a result, CPAR is much more time efficient 

in both rule generation and prediction but achieves as high 

accuracy as associative classification.  

Hyper 

Heuristic 

LL

H1 

LL

H2 

LL

H3 

LL

H4 

LL

H5 

LL

H6 

International Journal of Engineering Research & Technology (IJERT)

Vol. 1 Issue 7, September - 2012
ISSN: 2278-0181

3www.ijert.org



 

 

III. M-CPAR (MODIFIED CPAR) 

 

In this new proposed and modified CPAR it is taken into 

consideration the misclassification penalties when developing 

the classifiers. There are other changes in CPAR also. 

The PNArray CPAR is primarily used to reduce the time 

complexity of the algorithm. Now PNArray implementation is 

modified as it will only store the positive and negative 

example from the data. However due to this the overall 

running time of the algorithm is increased but it has absolutely 

no effect on the accuracy of the algorithm.  

Many methods like Statistical X
2
 method Chimerge [11], 

Chi2 [12], Minimum description length principle [9], Entropy 

based discretization, Concept hierarchy [10]; All the clustering 

algorithms can be applied to get the discretization of the 

continuous value attribute.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Modified CPAR Process Model 

 

 Here as it will more clear in the following section that due 

to simplicity of the data set, because there are no missing value 

in the data set, a very simple approach is taken that depending 

on the standard deviation the all the continuous value attributes 

are mapped to the continuous valued integers. Means from the 

starting point of the range of any attribute it is divided into the 

equal part until the ending point of the range has reached. 

A. Misclassification Penalty 

The misclassification of any future object may cause penalty. 

If this misclassification penalty is significant then it is better 

not to classify the object. This fact can be used when 

developing the classifier. To take into account the 

misclassification penalties first evaluation or estimation of the 

accuracy of the classifier has to be done [6]. There are various 

methods available for the same [23, 24, 25, 26, 27] out of 

which some are described as follows, 

1. Holdout method  

2. Random sub sampling 

3. k-fold cross validation 

4. Bagging (bootstrap aggregation) 

 

1. Holdout method:   

In the holdout methods the given data set is randomly 

partitioned into two independent sets, a training set and a test 

set. Typically two-third of the data is allocated to the training 

set and remaining one third of the data is allocated to the test 

set. The training set is used to derive the classifiers. The 

classifiers derived in this manner are used to classify the 

tuples in the test set. This method to estimate the classifier is 

pessimistic because only some part of the original data was 

used to derive the classifiers. 

2. Random sub-sampling: 

The random sub-sampling method is variation of the 

original Holdout method. In this method the procedure of the 

Hold out method is repeated k time. The accuracy is said to be 

average of all the k accuracy obtained from each of the 

iteration. 

3. k-fold cross validation 

In k-fold cross validation the initial data is randomly 

partitioned into k mutually exclusive subsets or "folds". 

Namely S1, S2... Sk, Each of approximately equal size. 

Training and testing is done k times. In the iteration i the 

subset Si is reserved as the test set. The remaining subsets are 

collectively used to train the classifier. This means in the 

iteration 1 the subset S1 is reserved as test set while subsets 

S2... Sk are used to train the classifier and so on. The accuracy 

estimate is the overall number of correct classifications from 

the k iterations, divided by the total number of samples in the 

initial data. 

4 Bagging 

The bagging is proposed by [23]. This is how the bagging 

works. For example there is patient and it is to be diagnosed. 

Then what can be done that multiple doctors can be consulted. 

If a certain diagnosis occurs more than others then that is the 

final result. The similar formula can also be applied to the 

classification process. The voting is done for each class label 

for the classification for each tuple. The maximum vote winner 

will be the predicated class label. 

 

B. M-CPAR Rule Generation & Classification 

set weight of every examples to 1 

rule set R θ←  

totalWeight ←  TotalWeight (P) 

A  ← Computer ModifiedPNArray from D {Change in 

M_CPAR} 

While TotalWeight(P) > ∂ • totalWeight 

N’ ← N, P’ ←  P, A’ ← A 

 rule r ← emptyrule 
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PRM as rule 
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(Discretization) 
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 while true 

  find the best literal p according to A’ 

  if gain(p) < min_gain then break 

  append p to r  

 

  for each example t in P’ ∪ N’ not satisfying r’s body 

   remove  t from  P’ or N’ 

   change  A’ according to the removal of t 

  end 

 end 

 R ← R ∪ {r}; 

 For each example t in P satisfying r’s body 

  t∙ weight ← α∙ t ∙ weight 

  change A according to the weight decreased 

 end 

end 

Return R 

Algorithm 1 M-CPAR Rule Generation 

 

The effect on the classification process is as follows. After 

the rule generation is over the classification is done on the 

sample data. For each tuple the rule classification is done. So 

there will be major changes in the new classification process as 

well as the classifier development process. The bagging 

algorithm works on voting principle. For every tuple each 

classifier rule is tested. If tuples satisfies rules body then its 

class prediction is recorded and considered as one vote. At the 

end the votes for the individual class label is counted and the 

class label having maximum number of votes is called the 

predicted class label. Now due to the consideration of the 

misclassification penalties in the classifier development 

process and in the classification process the accuracy of the 

algorithm will increase.  

 

Classification Process 

1. Select all the rules whose bodies are satisfied by the 

example 

2. Select best k rule for each class 

3. Bagging voting algorithm is used to find the estimated 

class label {Change M_CPAR} 

Algorithm 2 M-CPAR classification algorithm 

For the implementation purpose various parameters are set as 

follows. 

• Data set used is IRIS data set from UCI ML 

repository. 

• Delta=0.05, min_gain=0.07, alpha=2/3 and voting 

mechanism is used for the prediction of the class 

label. 

C. Result 

Accuracy of the algorithm is found as follows. 
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tuples 

CPAR M-CPAR 

Accuracy Accuracy 

30 94.7 93.3 

60 94.7 95.0 

90 94.7 97.8 

120 94.7 95.8 

150 94.7 97.3 

Average 94.7 95.8 
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IV. CONCLUSION 

As a final conclusion from the above stated result the 

accuracy of the CPAR can be significantly improved if the 

effect of the misclassification penalty is considered at the time 

of classification process. This M-CPAR model can be applied 

to all the data set available in the UCI Machine Learning 

repository [28].  

In future work, this M-CPAR model can be applied to all 

the associative classification techniques to study the effect of 

the misclassification penalties on the same. 
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