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Abstract 
: Video is one of the sources for presenting the 

valuable information. It contains sequence of video 

images, audio and text information. Text data 

present in video contain useful information for 

automatic annotation, structuring, mining, indexing 

and retrieval of video. Nowadays superimposed 

text in video sequences provides useful information 

about their contents. While video content is often 

stored in rather large files or broadcasted in 

continuous streams, users are often interested in 

retrieving only a particular topic of interest of 

them. It is, therefore, necessary to split video 

documents or streams into shorter segments 

corresponding to appropriate retrieval units. A TV 

news program comprises continuous video stream 

containing a number of news headlines.  The 

proposed method consists of division of this video 

on the basis of news caption, text extraction from 

partitioned frames, string matching and 

recombination of frames. 
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1. Introduction 

Today people have access to a tremendous 

amount of video, both on television and the 

Internet. The amount of video that a viewer has to 

choose from is now so large that it is infeasible for 

a human to go through it all to find video of 

interest. Traditionally, the images and video 

sequences have been manually annotated with a 

small number of key word descriptors after visual 

inspection by the human reviewer. This process can 

be very time consuming. One method that viewers 

use to narrow their choices is to look for video 

within specific categories or genre. Because of the 

huge amount of video to categorize, research has 

begun on automatically classifying video. Text  

Information retrieval from video images (Video 

Annotation) has become an increasingly important 

research area in recent years for the video 

information retrieval and video mining 

applications. Detection and recognition of text 

captions embedded in image frames of videos is an 

important component for video retrieval and 

indexing. Video text detection and extraction is an 

important step for information retrieval and 

indexing in video images. Recognizing video text 

information directly from videos provides unique 

benefits. ‗NEWS ON DEMAND‘ provides 

facilities mentioned above. 

 Video text may be divided into 

two types: Scene text (which exist in the real-world 

objects and scenes) and Superimposed text or 

Graphic text (which are added during editing 

processes). Scene text appears within the scene 

which is then captured by the recording device. It is 

showing naturally in scenes like text on cloth, street 

signs, bill boards, and text on vehicle and etc. The 

appearance of the text is typically incidental to the 

scene content and only useful in applications such 

as in navigation, surveillance or reading text 

appearing on the known objects rather than general 

indexing and retrieval. It is difficult to detect and 

extract since it may appear in a virtually unlimited 

number of poses, size, shapes and colors. Super 

imposed text is mechanically added into the video 

frame to supplement the visual and audio content, 

and is often more structured and closely related to 

the subject then the scene text is. The superimposed 

text is one powerful source of high-level semantics. 

If these text occurrences could be detected, 

segmented, and recognized automatically, they 

would be a valuable source of high-level semantics 

for indexing and retrieval. An example of the 

superimposed text includes headlines, Keyword 

summaries, time and locations stamps, names of 

the people and sports scores. The superimposed 

text is the most reliable clue for enable users to 

quickly locate their interested content in an 

enormous quantity of video data, many research 

efforts have been put into video indexing and 

summarization. This superimposed text is used as 

key feature. 

2. Problem Definition 

Given a downloaded news video in any format 

,the system must be able to segment the 

required news video into different category for 

ex political, economics, sports, weather etc and 

provide the user with necessary news clip as per 

his/her choice  

International Journal of Engineering Research & Technology (IJERT)

Vol. 2 Issue 3, March - 2013

ISSN: 2278-0181

1www.ijert.org

IJ
E
R
T

IJ
E
R
T



3. Proposed System  

 
 

Fig. 2: Preliminary Design 

4.Objective 

The main objective of the system is to provide 

the user with the necessary category of the news 

video from the  video  of the standard formatted 

news for ex BBC news, CNN IBN or bollywood 

news etc  

Related Work 

I. PROPOSED SOLUTION AND 

MATHEMATICAL MODEL 

 

The System can be represented as 

S = { I, O, F, D } 

Where 

I = Input set 

O = Output set 

F = Set of functions 

D = Dead states (Failure states). 

 

Input Set: 

I= {V, F, d} 

Where 

V={v1,v2,v3…….}          (Set of videos to be 

segmented) 

F={f1,f2,f3………}          (Set of frames) 

d =destination of downloaded video. 

 

Output Set: 

O={Vo} 

Where 

Vo=Set of partitioned videos. 

 

Set Of Functions: 

F={F1,F2,F3} 

F1=Function implemented using Framing tool. 

F2=Function used to extract text from video. 

F3=Function used to club the frames to form 

video. 

 

 

Dead states: These are the dead states. 

5. METHODOLOGY 

 
A.  Matlab framing tool 

The Matlab Framing tool is used as a framing tool 

for the video downloaded by the user. The news 

video is used as input . It frames the given video 

into several frames.The frames are also cropped 

here since the input is needed to be given to the ocr. 

B. Optical Character Recognition 

Optical character recognition, usually abbreviated 

to OCR, is the mechanical or electronic conversion 

of scanned images of handwritten, typewritten or 

printed text into machine-encoded text. It is widely 

used as a form of data entry from some sort of 

original paper data source, whether documents, 

sales receipts, mail, or any number of printed 

records. It is a common method of digitizing 

printed texts so that they can be electronically 

searched, stored more compactly, displayed on-

line, and used in machine processes such as 

machine translation, text-to-speech and text 

mining. OCR is a field of research in pattern 

recognition, artificial intelligence and computer 

vision. 

 

 
   What OCR contains? 

Since OCR technology has been more and more 

widely applied to paper-intensive industry, it is 

facing more complex images environment in the 

real world. For example: complicated backgrounds, 

degraded-images, heavy-noise, paper skew, picture 

distortion, low-resolution, disturbed by grid & 

lines, text image consisting of special fonts, 

symbols, glossary words and etc. All the factors 

affect OCR products‘ stability in recognition 

accuracy. 
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Fig 3.OCR Workflow 

 

 Fig  4.Input image required for OCR 

The figure shown above shows the intermidiate 

input required for the OCR. 

 For the OCR, the flow of the system goes like 

this.. 

1. Read image. 

2. If size=3 goto 3 else goto 4. 

3. Convert image to grayscale. 

4. Convert image to binary. 

5. Update image with opened area. 

6. Open text file. 

7. Load templates. 

8. Calculate template size. 

9. Clip image for multiline. 

10. Read letter by matching template. 

11. Update word. 

12. Store word in text file. 

13. next image ? goto 9 else goto 14. 

14. End 

Templates in OCR 

Basically the templates are needed to be designed 

for template matching.Basically these templates are 

images of letters.The font used for our system.An 

OCR could be font-free but if you need to be more 

specific then a font-based OCR can be 

designed.The font used for our system is 

rockwell.Initially,the normal letter is created in 

paint.It is sized to 24*42.Then the image is first 

converted to binary.Hence all the values in the 

image are converted to 0 and 1.This basically 

removes noise from the image as well as the third 

component of the image is removed which provides 

ease of reading. 

After that,the image is negated i.e if the image 

contains the black letter on white background,then 

it converts to the white letter on black 

background.This process basically proviedes an 

ease of matching the template with the letter in the 

input image.This how the font based template is 

created for OCR. 

The corr2 function in matlab is used for matching 

of two instance images.corr2(A,B) computes the 

correlation coefficient between A and B where A 

and B are the matrices and vectors of the same 

size.Since we know that image is represented in the 

term of matrix,we can easily use this function over 

here. 

C.String matching and recombination of 

video. 

After the text is extracted from the video frame, the 

text needs to be matched with the text received 

from the user at the dropdown list at the GUI. The 

string is matched within the loop. When the strings 

from both the interfaces are equal, recombination 

starts from that instance. This recombination 

continues until the new string is   encountered..This 

recombined video should be shown to the user as 

the output. 

6. CONCLUSION 

 Nowadays superimposed text in video sequence 

provides useful information about their contents. 

Thus our system aims at dividing a particular news 

into different sections which will provide the ease 

to our user to see the video section of his own 

choice.In short our system aims in providing News 

on Demand feature to our user. 
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