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Abstract—This project presents a sentiment analysis system using 

Natural Language Processing (NLP) techniques, focusing on the 

Bag of Words model to classify textual data into sentiment 

categories. An optimal value of k was determined for the K-

Nearest Neighbors (KNN) classifier to enhance the accuracy of 

sentiment prediction. The analysis produced a confusion matrix 

that illustrates the classifier's performance across different 

sentiment classes, revealing the relationships between these 

classes. An accuracy of 82.67 percent was achieved using a 

custom k-NN classifier. Results provide insights into the 

effectiveness of the chosen approach and the correlation between 

sentiment and vocabulary usage for financial news. 
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I. INTRODUCTION

In today's data-driven world, understanding the sentiment 

behind textual information is crucial, especially in fields like 

finance where market sentiment can significantly impact 

decision-making.The system employs the Bag of Words model 

to represent textual data and utilizes the K-Nearest Neighbors 

(KNN) algorithm for classifying the data into different 

sentiment categories namely positive, negative and neutral. 

Sentiment analysis using Natural Language Processing (NLP) 

and K-Nearest Neighbors (KNN) has become a powerful tool 

for extracting subjective information from text data. NLP 

techniques enable computers to process and understand human 

language, while KNN provides a simple yet effective method 

for classification based on similarity to labeled examples [8, 

11, 12]. 

Recent advancements, such as transformer-based models like 

BERT, have significantly improved the accuracy of sentiment 

analysis [3, 6, 10]. These techniques find applications in 

various fields, including finance, customer service, and social 

media analysis [1, 15].While supervised learning approaches 

are common, researchers have also explored unsupervised and 

hybrid methods [2, 7]. Ensemble learning techniques, 

combining multiple models, have shown promise in enhancing 

performance and robustness [13, 14]. As NLP and machine 

learning continue to evolve, sentiment analysis systems are 

expected to become increasingly accurate and efficient, 

opening up new possibilities for understanding and leveraging 

textual data across diverse domains. 

II. METHODOLOGY

The dataset containing financial headlines and their associated 

sentiment labels is loaded, and appropriate column names are 

assigned for clear identification of variables. Following this, a 

preprocessing phase is conducted, which involves cleaning the 

data, handling missing values, and performing necessary 

transformations. As part of this preprocessing, the sentiment 

labels are converted into numeric values to facilitate machine 

learning model training. 

The dataset is then split into training and testing sets,  using an 

80/20 ratio, This partition allows for model training on one 

subset and evaluation on an independent subset, thereby 

assessing its performance on unseen data.  The next step 

involves feature engineering, where the financial headlines are 

converted into Bag of Words vectors, capturing the frequency 

of each word in the dataset.  The K-Nearest Neighbors (KNN) 

classifier is then trained using the Bag of Words vectors from 

the training set, with the optimal value of k being determined 

to enhance model accuracy. 

Fig. 1. Flow digram of the model 

Once the model is trained, it is used to predict sentiments on 

the test set, assigning sentiment labels based on the learned 

relationships from the training phase. The evaluation process 

includes calculating the overall accuracy of the model and 

generating a confusion matrix to provide a detailed breakdown 

of the model's performance across different sentiment classes. 
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III. RESULTS

The performance of the sentiment analysis model was 

evaluated using a test set comprising 20% of the original 

dataset. The K-Nearest Neighbors (KNN) classifier, in 

conjunction with the Bag of Words model, was employed to 

predict the sentiment labels for the test data. The model 

achieved an overall accuracy of 82.76%, indicating a strong 

capability to correctly classify the sentiment of headlines. 

Additionally, an investigation is conducted into the 

relationship between the word count of headlines and their 

associated sentiment. This comprehensive approach allows for 

a thorough understanding of the model's performance and the 

nature of sentiment in financial headlines. 

Fig. 2.  The frequency of sentiment classes 

Fig. 3. Relationship between sentiment and text length 

textual data. we can conclude that the K-Nearest Neighbors 

classifier, combined with a Bag of Words approach, 

demonstrates promising performance in sentiment analysis of 

financial headlines. Overall, this study contributes to our 

understanding of sentiment expression in financial news and 

provides a foundation for future research aimed at enhancing 

the accuracy and reliability of sentiment analysis in the 

financial sector. 
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IV. CONCLUSION

In conclusion, the sentiment analysis project successfully 

employed the K-Nearest Neighbors (KNN) classifier 

alongside the Bag of Words model to classify the sentiment of 
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