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Abstract 

 
Personalized search is the important research 

area and its main aim is to resolve the ambiguity of 

the query terms issued by the user. Most of the queries 

supplied by the user to search engine tends to be short 

and ambiguous, so they are unable to express the 

user’s actual needs. To overcome this problem, we are 

creating user profiles to capture the user’s personal 

preference and in this way we can identify the actual 

goal of the input query. In this paper, agglomerative 

clustering algorithm is used to find the queries that 

are close to each other conceptually. We are 

considering relationship between users, queries and 

concepts to obtain accurate and more personalized 

query suggestions for the user. By applying our 

approach we are getting better precision and recall 

values when compared with previous query clustering 

methods. 

Keywords- Search Engine, Personalization, 

Agglomerative Clustering, Click Through, Web-

Snippets. 

 

 

1. Introduction 
 

It has become increasingly difficult for web 

search engines to find information that satisfies users 

individual needs because the amount of information on 

the web continuously growing. Million of users 

interact with search engine daily, they issue queries, 

follow some of the links in the web snippets, click on 

ads, spend some time on the pages, reformulate their 

queries and perform other actions. Personalized search 

is the better way to improve the search quality by 

customizing the search results for people with 

different information needs [5]. Many recent research  

efforts have focused on this area. Query Clustering is a 

process used to discover frequently asked questions or  

 

 

most popular topics on a search engine and is crucial 

for search engines based on question- answering.  

Due to large amount of information available on 

the web, it is very difficult to find related information 

that satisfies the user needs. The queries given by the 

user to search engine are usually short and ambiguous. 

According to a survey average query length on a 

popular search engine was found to be 2.35 terms [12]. 

Most of the search engine provides query suggestions 

to help the user and to formulate more effective 

queries. So when a user enters the query, the lists of 

the terms that are semantically related to the given 

query are provided to the user to help the user in 

identifying the terms that user wants. But 

unfortunately these systems provide the same 

suggestion to the same query without considering the 

user’s interest [2]. 

 

2. General Approach 
 

 

 

 

 

 

 

 

 

 

 

 

 

          

 

 

 

 

 

 

        Figure 1. Flow Diagram of Our Method 
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Figure1 shows the flow diagram of our method. 

First of all we have initialized the data collected from 

the web snippets returned from the search results. 

Web-Snippets denotes the title, summary and URL of 

a web page returned by search engines. After the 

initialization the initial clustering is done. In initial 

clustering, Euclidean distance between every interval 

of query has been calculated and dataset is divided 

into clusters by the help of Decision making tree. If 

the query clusters obtained are exactly same then the 

value of similarity will be 1 and if the Euclidean 

distance calculated is 0 then it will be the idle case and 

will act as a baseline for our approach. If similarity is 

not equal to 1 and Euclidean distance is not equal to 0 

then the query clusters will be divided into 3 ranges 

and labels are assigned to these ranges. In community 

merging, BB’s is implemented on all three ranges and 

on the basis of similarity and agglomerative clustering 

algorithm has been applied. After applying 

agglomerative clustering algorithm Precision, Recall 

and Cut off values are calculated. Calculate the quality 

of precision and recall on basis of QU (Quality Unit), 

QW (Quality Weight) and QC (Quality Cut Off). 

Calculate the quality of P-QC (Precision-Quality Cut 

off) on the basis of QP (Quality Precision). 

 

3. Beeferman and Berger’s Agglomerative 

Clustering Algorithm 
 

To evaluate the performance of our approach we 

are using standard recall-precision measures. BB’s 

Agglomerative Clustering Algorithm is used as the 

baseline to compare with Personalized Concept Based 

Clustering Approach [2]. In BB’s graph-based 

clustering, a query-page bipartite graph is first 

constructed with one set of the nodes corresponding to 

the set of submitted queries, and the other 

corresponding to the sets of clicked pages. If a user 

clicks on a page, a link between the query and the 

page is created on the bipartite graph. After obtaining 

the bipartite graph, an agglomerative clustering 

algorithm is used to discover similar queries and 

similar pages [8]. During the clustering process, the 

algorithm iteratively combines the two most similar 

queries into one query node, then the two most similar 

pages into one page node, and the process of 

alternative combination of queries and pages is 

repeated until a termination condition is satisfied [12]. 

To compute the similarity between queries or 

documents on a bipartite graph, the algorithm 

considers the overlap of their neighboring vertices as 

defined in the following equation: 

( ) ( )
, ( ) ( ) 0

( ) ( )Sim(x,y)

0                      ,  otherwise,

M x M y
if M x M y

M x M y




  

 

where M(x) is the set of neighboring vertices of x, and 

M(y) is the set of neighboring vertices of y. 

Intuitively, the similarity function formalizes the idea 

that x and y are similar if their respective neighboring 

vertices largely overlap and vice versa. 

Now by using the noise-tolerant similarity 

function, the similarity between two vertices always 

lies between [0, 1]. The similarity for two vertices is 

zero, if they share no common neighbor, and the 

similarity between two vertices is 1, if they have 

exactly the same neighbor vertices. 

 

4. Concept Derivation 
 

Before explaining the Personalized Concept-

Based Query Clustering, we are describing the concept 

derivation method. This method contains the three 

steps. In first step, concepts are extracted using the 

web-snippets returned from search engine. Second, 

relationship between the concepts can be obtained by 

mining concept relation. Finally by using derived 

concepts, user’s click through’s and concept relations, 

we can create user concept preference profile [7].  

 

4.1. Concept Abstraction Using Web-Snippets 
 

After a query is submitted to a search engine, a 

list of web-snippets is returned to the user. This 

Concept Derivation method is inspired by well known 

problem of finding the frequent item sets in Data 

Mining [15]. We assume that if a keyword/phrase 

exists frequently in web-snippets of a particular query, 

it represent an important concepts related to the query 

because it co-exists in close proximity with the query 

in the top documents. We are using support formula 

for measuring the interestingness of a particular 

keyword or phrase (li) with respect to returned web-

snippets arising from a query q. 

 

i i isupport(l )=sf(l )/n.|l |  

 

where n is total no. of web-snippets returned, sf(li) is 

the snippet frequency of keyword/ phrase li (i.e. 

number of snippets containing li) and |li| is the number 

of terms in keyword/ phrase li. We treat li as a concept 

for the query q supplied by the user. 

First of all we extract all the keyword and phrase 

from the web-snippets returned by the query. After 

getting a set of keywords (li), we compute the support 
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for all li (support (li)). If the support of a keyword/ 

phrase (li) is bigger than the threshold s (support (li) > 

s), we treat li as concept of the query q. For example, 

if we extract the concepts for the query “apple”, stop 

words, such as “the”, “of”, “we”, etc are first removed 

from the snippets. Maximum length of a concept is 

limited to seven words. These not only reduce the 

computational time, but also avoid extracting 

meaningless concepts. 

 

4.2. Building the Relation between Concepts 
 

We assume that two concepts from a query q are 

similar if they coexist frequently in the web-snippets 

arising from the query q. According to the assumption, 

we apply the following well known  [2] signal to noise 

formula from data mining to establish the similarity 

between terms X1 and X2. This similarity value lies 

between [0, 1]. 

n.df(X1 X2)
Sim(X1,X2)= logn

df(X1)df(X2)
 

where n is the total number of documents in the 

corpus, df(X1 U X2) is the joint document frequency of   

X1 and X2. and df(X) is the document frequency of the 

term X. In the search engine two concepts Ci and Cj 

could coexist in a web-snippet in the following 

situation: 

First, Ci and Cj  coexist in title. Second, Ci and Cj 

coexist in the summary. Third, Ci exists in the title, 

while Cj exists in the summary (or vice versa). 

Therefore by modifying the signal to noise ratio 

formula for the three different cases: 

R i, j R,title i j R,summary i j R,other i jSim (C C )=Sim (C ,C )+Sim (C ,C )+Sim (C ,C )  

where SimR(Ci, Cj) is the similarity between concepts 

Ci and Cj, which is composed of SimR, title(Ci, Cj), SimR, 

summary(Ci, Cj) and SimR, other(Ci, Cj) as follows: 

title i j

R,title i j

title i title j

summary i j

R,summary i j

summary i summary j

other i j

R,other i j

other

n.sf (C C )
Sim (C ,C ) α.log logn

sf (C )sf (C )

n.sf (C C )
Sim (C ,C ) α.log logn

sf (C )sf (C )

n.sf (C C )
Sim (C ,C ) α.log

sf i other j

logn
(C )sf (C )

where n is the total number of web-snippets returned, 

sftitle(Ci U Cj) is joint snippet frequency of concepts Ci 

and Cj in document title, sftitle(C) is snippet frequency 

of concept C in document titles, sfsummary(CiUCj) is 

joint snippet frequency of Ci and Cj in document 

summaries. sfsummary(C) is snippet frequency of 

concept C in document summaries, sfother(CiUCj) is 

joint snippet frequency of concept Ci in a document 

title and Cj in the document’s summary (or vice versa) 

and sfother(C) is the snippet frequency of concept in 

either document summaries or document titles. 

 

4.3. Constructing User Concept Preference     

Profile 
 

Before deriving user concept preference profile, 

concept relationship graph is derived first. This graph 

is derived without considering the user click throughs. 

In this way we can obtain the possible concept space 

with the help of graph that arise from users queries [3]. 

This concept space will cover more than actual user 

needs. For example, when we search for query 

“apple”, the concept space derived from web-snippets 

contains the concepts such as “mac”, “ipod”, 

“iphone”, “recipe”. Now if the user is interested in the 

concept “ipod” and user clicks on the pages that 

contain the concept “ipod”, then the click through 

should support the concept “ipod” and its neighboring 

concepts. But the weight of the unrelated concepts and 

their neighborour’s should remain zero [4]. So we 

propose the following formula for capturing users 

interestingness wti on extracted concepts ti when we 

click the web-snippet sj, denoted by click(sj) can be 

represented as follows: 

i ij i j t tclick(s ) t s .w w +1  

j jj i j t t R i j R i jclick(s ) t s ,w w sim (t ,t ) if sim (t ,t ) 0,

Here sj denotes the clicked web-snippet, wti shows the 

interestingness weight of the concept ti and the tj is the 

neighborhood concept of ti .According to the above 

formula, when the user clicks on web-snippet sj then 

the weight of the concepts ti that appears in sj is 

incremented by 1. It shows the user’s interest on the 

concepts that are found in clicked page sj. 

  

5. Proposed Algorithm 
 

Using the concepts extracted from web-snippets, 

we are obtaining personalized and accurate query 

suggestions by using Agglomerative clustering 

algorithm and P-QC Method. By using this method 

ambiguous queries can be classified into different 

query clusters. Concept-based user profiles are 

employed in the clustering process to achieve 

personalization effect. Our technique is composed of 

following steps: 1) Initialization of data. 2) Initial 
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clustering with the help of decision making tree and 

Euclidean distance. 3) Community Merging. 

First step of our method is initialization of data. 

After initialization data set is converted into query 

clusters with the help of decision making tree and 

calculates the distance between every interval of 

query. If query cluster obtained are similar then 

Similarity=1. If similarity=1 and Euclidean 

Distance=0, then it will be idle case or acts as a 

baseline. If similarity≠1 and Euclidean Distance≠0, 

then query clusters are divided into three ranges. After 

initial clustering BB’s is implemented on the basis of 

similarity and agglomerative clustering algorithm is 

applied. Then precision, recall, cut off values, quality 

of precision and recall on basis of QU (Quality Unit), 

QW (Quality Weight) and QC (Quality Cut Off) and 

quality of P-QC (Precision-Quality Cut off) on the 

basis of QP (Quality Precision) has been calculated. 

1. Initialization of data. 

2. Initial Clustering 

 Obtain the query cluster from dataset 

with the help of decision making tree. 

 Calculation of Euclidean distance 

between every interval of query. 

 If query cluster obtained are similar then 

Similarity=1. 

 If similarity=1 and Euclidean 

Distance=0, then it will be idle case or 

acts as a baseline. 

 If similarity≠1 and Euclidean 

Distance≠0, then query clusters are 

divided into three ranges (Minimum, 

Maximum and Average). 

3. Community Merging 

 Implementation of BB’s on the basis of 

similarity. 

 Merging the similar query clusters in 

BB’s. 

 Train the features of all queries. 

 Apply the Agglomerative Clustering 

Algorithm. 

 Finding Precision, Recall and cut off 

values. 

 Calculation of quality of precision and 

recall on basis of QU (Quality Unit), QW 

(Quality Weight) and QC (Quality Cut 

Off). 

 Calculation of quality of P-QC 

(Precision-Quality Cut off) on the basis 

of QP (Quality Precision). 

 

 

 

6. Experimental Results 
 

In this section, we are evaluating the performance 

of the proposed clustering method for obtaining 

related queries using user clickthroughs. In section 6.1 

we describe the method for collecting the required 

clickthrough data. In Section 6.2, we compare the 

performance of QU, QW, and QC methods.  

 

Table 1. Statistics of the Clickthrough Data   
Collected in the Experiment 

 

Statistics 

Number of users 50 

Number of queries assigned to each user  5 

Number of test queries 250 

Number of unique queries 250 

Maximum number of retrieved URL’s for 

a query 
140 

Maximum number of extracted concepts 

for a query 
279 

Maximum number of extracted words for 

a query 
1203 

Number of URL’s retrieved 15390 

Number of unique URL’s retrieved 1006 

Number of concepts retrieved 14490 

Number of unique concepts retrieved 7098 

Number of words retrieved 17984

3 

Number of unique words retrieved 24567 

 

6.1. Statistics of Clickthrough Data 
 

We evaluated the performance of the proposed 

clustering method for obtaining related queries using 

user clickthroughs. We have considered total 50 

numbers of users. The number of queries assigned to 

each user is 5. So number of test queries are 250. 

Table1 shows the statistics of clickthrough data. 

When a query is submitted to the middleware, the 

top 100 search results from Google are retrieved, and 

the web-snippets of the search results are displayed to 

the users. Since most users would examine only the 

top 10 results, our concept extraction method, digging 

deep into the first 100 results, will discover concepts 

related to the query that would otherwise be missed by 

the users. The users were asked to click on the web-

snippets of the returned results that are relevant to the 

queries. The clickthrough data collected are used to 

measure the performance of the concept-based 

clustering method. Test queries are separated into 

predefined clusters. 
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6.2. Comparison of QU, QW and QC Method 
 

We compared the performance of our proposed 

algorithm using QU, QW, and QC methods. QU 

method is the original input of our baseline algorithm, 

which serves as a baseline for comparison. QW 

method uses query-word bipartite graph, which is 

similar to the query-concept bipartite graph in that 

they are both constructed using proposed Algorithm. 

The difference is that the former contains all words 

(excluding stop words) from the web snippets and the 

latter contains the extracted concepts. QW and QC 

methods are necessary, since they allow us to study 

the benefits of concept extraction. The three methods 

are also employed to cluster the collected data. The 

results are compared to our predefined clusters for 

precision and recall. Given a query q and its 

corresponding query cluster {q1, q2, q3......} generated 

by a clustering algorithm, the precision and recall are 

computed using the following formulas: 

_ _
( )

_

Q relevant Q retrieved
precision q

Q retrieved
 

_ _
( )

_

Q relevant Q retrieved
recall q

Q relevant
 

where _Q relevant is the set of queries that exist in 

the predefined cluster for q, and _Q retrieved  is set 

of the related queries {q1, q2, q3......} generated by the 

algorithm. The performance of the three methods is 

compared using precision-recall figures and best 

-F measure values. 

 
Figure 2. Precision versus Recall when 

Performing QU, 
QW and QC Method 

Figure2 shows Precision versus recall when 

performing QU, QW, and QC methods. We observe 

that QC method yields better recall rate than QU 

method, while preserving high precision rates. This 

can be attributed to the fact that the average number of 

overlapping concepts between the queries is much 

higher than the URL overlap rate.  

As a result, related queries that cannot be 

discovered by URL overlap can be brought together 

by our QC method, thus improving the recall rate. 

Table2 shows Statistics of the Precision and Recall 

values Collected in QU, QW, and QC Method. 

 

Table 2. Statistics of the Precision and Recall 
Values Collected in QU, QW, and QC Method 

 

QU Method QW Method QC Method 

Precision Recall Precision Recall Precision Recall 

0.90 0.02 0.899 0.021 0.898 0.02 

0.85 0.04 0.849 0.041 0.848 0.10 

0.80 0.10 0.810 0.100 0.820 0.20 

0.79 0.19 0.789 0.420 0.788 0.30 

0.78 0.20 0.410 0.560 0.720 0.60 

0.76 0.45 0.300 0.570 0.400 0.80 

0.41 0.62 0.250 0.500 0.200 0.87 

0.19 0.80 0.100 0.970 0.100 0.97 

 

Table 3. Best F-Measure Values of QU, QW, 
and QC Method 

 

Best F-Measure  Values 

Method Precision Recall F-measure 

QU 

Method 0.900 0.80 0.847 

QW 

Method 0.890 0.97 0.928 

QC 

Method 0.898 0.97 0.932 

 

Table3 shows the best -F measure values for the 

QU, QW, and QC methods. From the results, we can 

conclude that query clusters obtained using QC 

method are much more accurate compared to those 

obtained from QU and QW methods. 
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Figure3 shows the change of precision, for the 

three clustering methods. When the cutoff similarity 

score is around 0.3, the precision obtained using QU 

method is very close to that of QC method, which is 

much better than the precision obtained using QW 

method. We observe that the three methods are able to 

achieve their optimal precision/recall at different cut 

off similarity scores. 

 
Figure 3. Change of Precision when Performing 

QU, QW, and QC Method 
To obtain and compare the best F-measures (i.e., 

evenly weighted harmonic means of precisions and 

recalls) for the three different methods, The F-measure 

is defined by the following formula: 

2.
precision recall

F
precision recall

 

 
Figure 4. Change of Precision when Performing 

P-QC Method 

Figure4 and Figure5 show the change of precision 

and recall when performing P-QC method. In , 

Figure5  we observe that the precisions generated by 

community merging are slightly lower than those 

generated by initial clustering because some unrelated 

queries can be wrongly merged in community 

merging. 

 

 
Figure 5. Change of Recall when Performing P-

QC Method 
In Figure5, we observe that the recalls generated 

by community merging are much higher than those 

generated by initial clustering because community 

merging can successfully merge conceptually related 

clusters together.  

 

Table 4. Cut-Off Values for Initial Clustering in P-

QC Method 
 

Initial Clustering 

Cut-Off Precision Recall F-measure 

0.71 0.90 0.62 0.734 

0.62 0.80 0.51 0.622 

0.62 0.79 0.51 0.619 

0.56 0.78 0.40 0.528 

0.56 0.70 0.40 0.509 

0.42 0.68 0.31 0.425 

0.42 0.56 0.31 0.399 
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We can easily see from Figure5 and Figure6 that 

only a small fraction of precision is used to trade for a 

much better recall in community merging. Table4 

shows the cut-off values for initial clustering in P-QC 

Method. Table5 shows the cut-off values for 

community merging in P-QC Method. 

 

Table 5. Cut-Off Values for Community 
Merging in P-QC Method 

 

Community Merging 

Cut-Off Precision Recall  F-measure 

0.46 0.72 0.78 0.748 

0.42 0.70 0.74 0.719 

0.42 0.70 0.74 0.719 

0.40 0.65 0.67 0.659 

0.40 0.65 0.67 0.659 

0.36 0.60 0.59 0.595 

0.36 0.60 0.59 0.595 

 

7. Conclusions 
 

As search queries are ambiguous, there are several 

effective methods for search engines to provide query 

suggestions on semantically related queries in order to 

help users formulate more effective queries to meet 

their diversified needs. In this dissertation, we have 

proposed a new personalized concept-based clustering 

technique that is able to obtain personalized query 

suggestions for individual users based on their 

conceptual profiles. The technique makes use of click 

through data and the concept relationship graph mined 

from web-snippets, both of which can be captured at 

the back end and as such do not add extra burden to 

users. An adapted agglomerative clustering algorithm 

is employed for finding queries that are conceptually 

close to one another. Our experimental results confirm 

that our approach can successfully generate 

personalized query suggestions according to individual 

user conceptual needs. Moreover, it improves 

prediction accuracy and computational cost compared 

to BB’s algorithm, which is the state-of-the-art 

technique of query clustering using clickthroughs for 

the similar objective. 

There are several directions for extending the 

work in the future. Click through data and concept 

relationship graphs can be directly integrated into the 

ranking algorithms of a search engine so that it can 

rank results adapted to individual users’ interests. 
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