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Abstract 

Data mining is a subject which deals with 

knowledge discovery from a huge set of repositories. It 

is the confluence of different subjects like statistics, 

machine learning, artificial intelligence, etc. There are 

different functionalities which are provided by data 

mining. Prediction is one of the functionality of data 

mining which can be done by using regression 

techniques and neural networks. This work is a study 

on the performance evaluation of the regression and 

neural networks models on baby weight forecasting. 

The study was conducted between linear regression 

model and neural network. Neural network was 

constructed by using the back propagation algorithm 

with one input node and one output node with one 

hidden layer. The comparative analysis study was done 

on different data sets based on the correlation of the 

data. 

 

KEYWORDS: LINEAR REGRESSION, NEURAL 

NETWORKS, PERFORMANCE EVALUATION 

 

 

1. INTRODUCTION 

Linear regression is an approach to modeling 

the relationship between scalar dependent variable y and 

one or more explanatory variables denoted x. The case 

of one explanatory variable is called simple linear 

regression while for more than one explanatory variable; 

it is termed as multiple linear regression. The linear 

regression model can be represented in the form of  

 Y= a+bx+e 

Where the x is an independent variable and the 

"residual" e is a random variable with mean zero.  The 

coefficients  a and b are determined by the condition 

that the sum of the square residuals is as small as 

possible. 

 

                    Figure 1 
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A neural network

 

is a collection of input and output 

units. The connections between the units have 

associated weights. During the learning stage, the 

weights were adjusted so that the correct class label can 

be predicted. Hence it is also referred to as 

“connectionist learning”. The algorithm that is used to 

train the network in this system is back propagation 

algorithm.

 

 

    Figure

 

2:  Simple Neural Network

 

Model

 

2. Related work

 

 

The literature so far, comprises of papers 

briging out the comparision 

 

of these two models by 

considering the specific appications

 

such as comparison 

on defect color data on CRT color display

 

[1]; 

comparison of rainfall data [2];

 

comparison of trafic 

accidents data

 

[3].

 

The comparisons were carried out by 

considering the statastical measures like MSE(mean 

square error),

 

R
2

 

values

 

and correlation 

coffiecients.
.
This research was conducted on general 

numerical data by considering the

 

correlation among the 

attribute values.

 

   

3.1 Datasets and methods:

 

3.1.1

 

Baby weight data set

 

For forecasting the baby weight at different stages , 

Gestation period (in weeks) and weight (in ounce) are

 

considered as 

 

attributes. Gestation is the period during 

which an embryo develops (about 266 days in humans). 

The average human gestation length is calculated as 40 

weeks. Childbirth occurring anywhere between 37-42 

weeks is considered to be normal, whereas a baby born 

before 37 weeks is called pre-term and the baby born

 

after 42 weeks is called post-term.

 

 

 

3.2 Temperature data set 

In the data set of temperature, Celsius and 

Fahrenheit are the attributes and following is the 

conversion formula from Celsius to Fahrenheit 

               °C  x  9/5 + 32 = °F
 

 

  

  and temperature in Fahrenheit. Similarly in the case of linear regression we have taken gestation period and temperature in Celsius are the independent variables and weight and temperature 

  

  

The back-propagation algorithm has emerged 

as the workhorse for the design of a special class of 

layered feed forward networks known as multilayer 

perceptrons (MLP)

 

[4]. A multilayer perceptron has an 

input layer of source nodes and an output layer of 

neurons (i.e., computation nodes); these two layers 

connect the network to the outside world. In addition to 

these two layers, the multilayer

 

perceptron usually has 

one or more layers of hidden neurons, which are so 

called because these neurons are not directly accessible. 

The hidden neurons extract important features contained 

in the input data.The training of an MLP was

 

accomplished by using a BACK PROPAGATION (BP) 

algorithm.

 

Back propagation learns by iteratively 

processing a set of training sample, comparing the 

network’s prediction for each sample with the actual 

known value. For each training sample, the weights are 

modified so as to minimize the mean squared error 

between the network’s prediction and the actual value. 

 

 

 

ATTRIBUTE NAME

 

MEASURE

 

GESTATION 

PERIOD

 
IN WEEKS

 

WEIGHT

 

OUNCE

 

ATTRIBUTE NAME

 

MEASURE

 
TEMPARATURE

 

CELSIUS AND 

FARENHEIT

 
3.3 Input and Output variable choice:

In case of neural network, we have considered one input 

and one output, where gestation period in weeks and 

temperature in Celsius are given as input in different 

cases and the output variables are weight and 

temperature in Fahrenheit. Similarly in the case of linear 

regression we have taken gestation period and 

temperature in Celsius are the independent variables and 

weight and temperature in Fahrenheit as dependent 

variables.

3.4 Back-Propagation Learning:
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These modifications are made in the “backwards” 

direction, that is, from the output layer, through each 

hidden layer down to the first layer.

 

3.4.1 Initialize the weights:

 

The weights in the network are initialized to 

small random number (e.g., ranging from -1.0 to 1.0 or -

0.5 to 0.5).

 

Each unit has a bias associated with it. The 

biases are similarly initialized to small random numbers.

 

3.4.2 Propagate the inputs forward

 

In this step, the net input and output of each 

unit in the hidden and output layers are computed.
[4]

 

First the training sample is fed to the input layer of the 

network. Note that for unit j in the input layer, its output 

is equal to its input, that is, Oj

 

=

 

Ij

 

for input unit j. The 

net input to each unit in the hidden and output layers is 

computed as a linear combination of its inputs. The 

inputs to the unit are, in fact, the outputs of the units 

connected to it in the previous layer. To compute the net 

input to the unit, each input connected to the unit is 

multiplied by its corresponding weight, and this is 

summed. Given a unit j in a hidden or output layer, the 

net input, Ij, to unit j is

 

Ij=iWijOij,

 

Where wij

 

is the weight of the connection from unit i in 

the previous layer to unit j; Oi

 

is the output of unit i 

from the previous layer; and θj

 

is the bias of the unit. 

The bias acts as a threshold in that is serves to vary the 

activity of the unit.

 

Each unit in the hidden and output layers takes 

its net input and then applies an activation function to 

it
[4]

. The function symbolizes the activation of the 

neuron represented by the unit. The sigmoid function is 

used. Given the net input Ij

 

to unit j, the Oj, the output of 

unit j, is computed as

 

             

  

  Oj   =

 

   1

 

1+e
-Ij

 

 

This function is also referred to as a squashing 

function, since it maps a large input domain onto the 

smaller range of 0 to 1. The logistic function is non-

linear and differentiable, allowing the model 

classification problems that are linearly inseparable. 

 

 

 

3.4.3 Back propagate the error

 

The error is propagated backwards by updating 

the weights and biases to reflect the error of the 

network’s prediction

 

[4]. For a unit j in the output layer, 

the error Errj

 

is computed by

 

   

  

Errj = Oj (1-Oj) (Tj-Oj)

 

Where Oj

 

is the actual output of unit j, and Tj

 

is the true 

output and Oj (1-Oj) is the derivative of the logistic 

function.

 

The error of a hidden layer unit j is 

 

 

  

 

          

 

Errj=Oj(1-Oj)kErrkWjk,

 

Where wjk

 

is the weight of the connection from unit j to 

a unit k in the next higher layer, and Errk

 

is the error of 

unit k.

 

The weights and biases are updated to reflect 

the propagated errors. Weights are updated by the 

following equations, where Δwij

 

is the change in weight 

wij:

 

       

 

            

  

Δwij = (l) ErrjOi

 

                              wij = wij+Δwij

 

The variable l is the learning rate, a constant 

typically having a value between 0.0 and 1.0. Back 

propagation learns using a method of gradient descent to 

search for a set of weights that can model the given 

classification problem so as to minimize the mean 

squared distance between the network’s class prediction 

and the actual class label of the samples. The learning 

rate helps to avoid getting stuck at a local minimum at a 

local

 

minimum in decision space and encourages 

finding the global minimum. If the learning rate is too 

small, then learning will occur at a very slow pace. If 

the learning rate is thumb is to set the learning rate to 

1/t, where t is the number of iterations through the 

training set so far.

 

Biases are updated by the following equations below, 

where Δθj

 

is the change in bias θj:

 

Δθj = (l) Errj

 

θj = θj+Δθj
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Weights and biases are updated after the presentation of 

each sample, referred to as case updating. Alternatively, 

 

the weight and bias increments could be accumulated in 

variables, so that the weights and biases are updated 

after all of the samples in the training set have been 

presented.This

 

latter strategy  called epoch updating, 

where a single iteration through the training set is an 

epoch. In theory, the mathematical derivation of back 

propagation employs epoch updating, 

 

3.4.4 Terminating

 

condition

 

Training stops when

 



 

all Δwij

 

in the previous epoch were so small as to be 

below some specified threshold, or

 



 

the percentage of samples misclassified in the 

previous epoch is below some threshold, or

 



 

A prespecified number of epochs have expired.

 

 

3.5 Linear regression

 

In linear regression, data are modeled using a 

straight line. Linear regression is the simplest form of 

regression. Bivariate linear regression models a random 

variable, Y (called response variable), as linear function 

of another random variable, X(called a predictor 

variable),that is,

 

Y=α +βX,

 

Where the variance of Y is assumed to be constant, α 

and β are regression coefficients specifying the Y-

intercept and slope of the line, respectively. These 

coefficients can be solved for by the method of least 

squares, which minimizes the error between the actual 

data and the estimate of the line.

 

       

 

The least squares estimator a, b for α, β 

respectively in the method of least squares are:

  

  

b  = 

 

nxy-xy

 

    

 

nx
2
-(x)

2

 

a

 

= 

 

y

 

-

 

bx

 

 

     n

 

where x, y values represent the attribute values.

 

 

Correlation and regression analysis are related in the 

sense that both deal with 

relationships among variables. The correlation 

coefficient is a measure of linear association between 

two variables. Values of the correlation coefficient 

are always between -1 and +1.

 



 

If value is 1 then all the data points lie 

perfectly along a straight line with positive 

slope.

 



 

If value is -1 then also all the data points lie 

perfectly along a straight line but with a negative 

slope.

 



 

A value that is close to either +1 or -1 signifies 

clustering of the data points around a straight 

line.

 



 

If the value of correlation is 0, it indicates the 

presence of nonlinearity.

 

 

    Corelation coffiecient:

 

   r =            n(xy)-(x)(y)

 

         √[ n x
2
-(x)

2
][ny

2
-(y)

2
]

 

 

here X,Y are the corresponding attributes

4.Research approach and objective:

 

By

 

considering  the  hypothetical statement  “ The 

correlation among the independent and dependent 

attributes  influences the technique that adopted for 

predicting the future values”  and proved  the above 

statement with the  help of temparature data set. 

Since the correlation coefficient for  celsius and 

farenheit is  exactly one the linear regression is 

performing better than neural networks but  not all 

attributes  and data sets will

 

have correlation 

coefficient equals to exactly one and it ranges from -1 

to 1.Hence a question raises regarding the 

performance of technique adopted  for prediction of  

unknown values different data sets.  forecasting the 

baby weight in order to evaluate the performance.    

 

       Since in the acual  data set  the gestation period 

and baby weight  are correlated but not having the 

correlation coefficient value exactly one 

so,comparative analysis is made on two techniques 

i.e linear regression and neural networks for 

 

 

In this paper  work we conducted two 

experiments .the first  experiment  was to prove that 

correlation influences technique adopted  for 

forecasting   and  the second experiment  was 

conducted to  evaluate the performance of the 

adopted techniques.The results were verified and 

tabulated.
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5.
 
Experimental Results

 

Experiment 1: comparing the linear regression output with neural network output for 
 

temparature data set whose 
 
r=1

 

Table 1:  Celsius  Vs  Farenheit Temparature

Celsius

 

Farenheit

 

Linear 

regression 

Output

 

Neural 

network 

output

 

Difference b/w   Linear 

regression output and Actual 

output 

 

 

 

Difference between 

Neural network  and 

actual output.

 

101

 

213.8

 

213.8

 

208.65

 

1.53E-05

 

5.15

 

102

 

215.6

 

215.6

 

209.89

 

1.53E-05

 

5.71

 

103

 

217.4

 

217.4

 

211.1

 

3.05E-05

 

6.3

 

104

 

219.2

 

219.2

 

212.3

 

3.05E-05

 

6.9

 

105

 

221

 

221

 

213.48

 

3.05E-05

 

7.52

 

106

 

222.8

 

222.8

 

214.64

 

3.05E-05

 

8.16

 

107

 

224.6

 

224.6

 

215.78

 

1.53E-05

 

8.82

 

108

 

226.4

 

226.4

 

216.91

 

0

 

9.49

 

109

 

228.2

 

228.2

 

218.01

 

1.53E-05

 

10.19

 

110

 

230

 

230

 

219.1

 

1.53E-05

 

10.9

 

111

 

231.8

 

231.8

 

220.17

 

1.53E-05

 

11.63

 

112

 

233.6

 

233.6

 

221.22

 

3.05E-05

 

12.38

 

113

 

235.4

 

235.4

 

222.25

 

1.53E-05

 

13.15

 

114

 

237.2

 

237.2

 

223.27

 

1.53E-05

 

13.93

 

115

 

239

 

239

 

224.26

 

1.53E-05

 

14.74

 

                    

The Table 1

 

shows that  when the correlat ion cofficient  is  one,  the difference between Linear 

regression and i ts  actual out  put  value is  0 .  Hence i t  is  shown that  l inear  regression is  more 

accurately  predicts the output value
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5.1 Result analysis

 

for temparature data set:

 

  

From the plotted  figures 1(a)  and 1(b)  ,  it  is  clear that  for the data set  whose 

correlat ion coefficient  is exactly one,  both the techniques are working good  but  comparatively 

l inear regression is  performing better than neural networks.

 

 

 

 

                                             Figure 1(a)

 

 

 

Figure 1(b)
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Experiment 2: comparing the linear regression output with neural network output for   

baby weight whose r≠1

 

 

     When the correlation coefficient is not equal to one

 

between the attribute values,

 

the    comparision is as shown in 

the table 2.

 

                  Table 2: Gestation period Vs

 

weight

 

Gestation period

 

weight

 

Linear 

regression 

output

 
Neural network 

output

 

Difference b/w  

Linear 

regression 

output & Actual 

output

 

 

Difference 

between Neural 

network  & 

actual output

 

21

 

14

 

30.44

 

17.9

 

16.4473

 

35.59

 

22

 

15

 

35.20

 

16.2

 

20.20884

 

37.42

 

26

 

39

 

54.25

 

41.3

 

15.25499

 

25.91

 

32

 

93.5

 

82.82

 

86.7

 

10.67577

 

6.8

 

33

 

92

 

87.58

 

90.62

 

4.41423

 

1.38

 

35

 

99.1

 

92.34

 

94.6

 

17.01397

 

19.266

 

36

 

106

 

97.10

 

98.64

 

2.002266

 

0.4711

 

37

 

112

 

101.8

 

102.7

 

4.52961

 

3.68

 

38

 

110

 

106.6

 

106.8

 

5.653786

 

5.4357

 

39

 

119

 

111.3

 

111

 

0.960121

 

0.5666

 

40

 

123

 

116.1

 

115.1

 

3.147331

 

4.1223

 

41

 

121

 

120.9

 

119.3

 

2.352699

 

3.8992

 

42

 

132

 

125.6

 

123.5

 

4.223549

 

2.1054

 

43

 

121

 

130.4

 

127.7

 

1.893723

 

4.5833

 

44

 

100

 

135.2

 

131.9

 

14.20116

 

10.94

 

 

Table 2 shows The difference between the neural

  

network out put and actual value

 

is less when compared to its 

counter part.the Network architecture for this neural network is 2-2-1.When the corelation coffiecient is equal to 

one,the results are in the following manner.

 

 

5.2 Result analysis

 

for baby weight 

 

data set:

 

  

From the plot ted  figures 2(a)  and 2(b)  ,  for  this 

 

data  set  whose correlation coefficient  is  not 

exactly one,   it  is  observed that  neural  network is  performing better  than l inear  regression.
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Figure 2(a)
 

 

 

Figure 2(b)
 

6. Conclusion  

 From both the experiments we can conclude 

that Neural network performs well and gives better 

prediction values in all the cases irrespective of the 

correlation among the attributes of different data sets 

whereas linear regression produces good prediction 

when the correlation value is one.  
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